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Why 
Teamwork?

Why integrate 
technology?

1. Complexity of problems (VUCA) 

2. Volume of work

3. Speed of work

4. Innovation

5. Error reduction



What is the state of the Science in Human-Autonomy Teamwork?

Perception that the literature on Human-Autonomy Teamwork scattered…
Why? No systematic review, no broad meta-analysis. 
No common criteria defining HATs and intermingling of terminology
Consolidation of the literature was needed

Systematically identify:
How many empirical articles are there? 
What variables are studied most?
What are the most important factors for HAT effectiveness?
What models are most utilized?

Answer the question:
Where should we go from here? (Future Research Directions)



76 empirical studies meeting HAT criteria:

• Team is 2 or more members working 
interdependently toward common 
goal

• At least one autonomous agent… 

• …where the autonomous agent(s) 
occupy unique roles on the team and 
possess degree of agency 
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Defining Human-Autonomy Teaming
While Human-Autonomy Teaming in 
concept is not new, the terminology is 
and it was being used loosely, 
confusing automation with HATs. 
• Need to draw a line in the sand. 
• What is a HAT and what is not?

HAI HRI

HMT

Synthetic agents Intelligent agents

Human-Agent Teaming

“AIs”

HCI

Levels of Autonomy Continuum



•An autonomous agent in the context of HATs is 
a computer-based entity that is recognized as 
occupying a distinct role on the team. The 
autonomous agent is more likely to be 
recognized as a team member if humans and 
autonomous agents are interdependent and 
the autonomous agents are perceived as 
agentic (we strictly adhere to the use the term 
“autonomous agent” in this article). 

•A HAT can be defined as 
interdependence in activity and 
outcomes involving one or more 
humans and one or more autonomous 
agents, wherein each human and 
autonomous agent is recognized as a 
unique team member occupying a 
distinct role on the team, and in which 
the members strive to achieve a 
common goal as a collective. The 
“autonomy” aspect of human–
autonomy teaming refers to the 
autonomous agent. 

Autonomous Agent

HAT



DESCRIPTIVE FINDINGS



Most Commonly Assessed DVs

Dependent Variable # of Studies DV Type

Team and/or Individual 
Performance

70 Output for Stakeholders

Workload 39 Process

Trust 24 Affective State or Cognitive Appraisal

Situational Awareness 23 Cognitive state

Coordination 15 Process

Shared Mental Models 6 Cognitive state

What are Researchers Looking at as Outcomes?

Future Research Need #1: 
All DVs have degree of dynamicity, but almost never studied this way (in favor of static).



Future Research Need #2: 
Utilize theories of team effectiveness on DV side. Narrow selection of DVs and haphazard. 

Most Commonly Assessed DVs

Dependent Variable # of Studies DV Type

Team and/or Individual 
Performance

70 Output for Stakeholders

Workload 39 Process

Trust 24 Affective State or Cognitive Appraisal

Situational Awareness 23 Cognitive state

Team Coordination 15 Process

Shared Mental Models 6 Cognitive state

What are Researchers Looking at as Outcomes?



Future Research Need #3: 
Theorize and study across levels. Level of analysis often ignored or not part of theorizing or 
mismatched across IVs and DVs.

Most Commonly Assessed DVs

Dependent Variable # of Studies DV Type

Team and/or Individual 
Performance

70 Output for Stakeholders

Workload 39 Process

Trust 24 Affective State or Cognitive Appraisal

Situational Awareness 23 Cognitive state

Team Coordination 15 Process

Shared Mental Models 6 Cognitive state

What are Researchers Looking at as Outcomes?



SELECTED FINDINGS

Organized by IPO – McGrath,  1964; Steiner, 1972; Hackman, 1987; Marks, Mathieu, & Zaccaro, 2001



Future Research Need #4: 
To understand WHY does an input transform into an output, test mechanisms/mediators. 
The IV – DV approach overlooks the complexity that process models could address.

Hackman



HAT-Specific 
Findings

Higher levels of agent autonomy tends to result in better 
outcomes. 

HATs tend to lag in performance relative to teams comprised only
of humans.

Interdependence leads to positive outcomes in HATs.

Autonomous agents were not more useful in high difficulty tasks.

Autonomous agents need to be better at anticipating other team 
member needs, instead of engaging mostly in reactive or pre-
programmed behavior.

Training the HAT to work as a team produced consistently positive 
improvements

Quality of communication more consistently beneficial than the 
frequency of communication

Other 
Findings



REFLECTION



Future Research Need #5: 
Variable and model selection feels haphazard. Need for integrative, dynamical, multilevel theory 
followed by systematic empirical quantitative and qualitative research testing the theoretical linkages

EffectivenessMechanisms

Inputs

Individuals
-Attitudes

-Experience

Environment
-Culture
-Industry

Team
-Composition

-Interdependence
-Task

Autonomous 
Agent
-Agentic

-Transparency,  Rel
Affective

-Trust
-Satisfaction

Cognitive
-SMM
-TM

Behavioral
-Conflict

-Communication
-Coordination

-Workflow

Output
-Widgets

-Self-report

Human growth 
and output

-Needs met
-Skill dev

Viability
-Inc potential

-Learning



This will be an interdisciplinary and multi-method effort

HAT 
Science

Computer 
Science

HAI

I/O 
Psychology

HCI

Human 
Factors Engineering

Philosophy

Math

Cognitive 
Psychology

Methods 
and designs

Experiments

Correlational

Naturalistic/Field

Qualitative

Computational 
models



Future Research Need 6/7: 
How do we design autonomous agents to be effective team members, and to do WHAT?

CATME

Stevens and Campion, 1994

Salas et al., 2005
Big Five in
Teamwork



Future Research Need #8/9: 
How do we design autonomous agents to be effective team members, and to do WHAT?



Communication

Cog Eng Research on Team Tasks, UAV - Synthetic Task Environment (CERTT UAV-STE) 

• Human–human teams were the most 
dynamic in their coordination behavior and 
HATs were the least dynamic.

• Teams that performed the best were all 
human teams that had an expert serving as 
one of the three roles in the team. 

• These latter teams exhibited meta-stability 
or a hybrid style; specifically, they exhibited 
stability versus dynamics in communication 
as the situation called for it. 

Future Research Need 9: 
Interaction Process Analysis needed, microdynamics



FD # Future Direction

1 All DVs have degree of dynamicity, but almost never studied this way (in favor of static).

2 Integrate theories of team effectiveness on DV side. Narrow assortment of DVs and not 
systematic. 

3 Theorize and study across levels. 

4 To understand WHY does an input transform into an output, test mechanisms/mediators. 

5 Need for integrative, dynamical, multilevel theory followed by systematic empirical quantitative 
and qualitative research testing the theoretical linkages

6 Use multi-disciplinary and broader array of designs and methods

7/8 How do we design autonomous agents to be effective team members, and to do WHAT?

9 Interaction Process Analysis needed, microdynamics

10/11 Study training program effects to test theory and develop interventions; examine human 
individual difference variables (attitudes, experience, personality, cultural orientations)

12 How do we design autonomous agents to be perceived as having agency, and therefore legit 
team members? What are the most important communication functions to possess?

Conclusion & Summary of Future Research Directions:
We know quite a bit, we need to know a lot more



Conclusion & Summary of Future Research Directions:
We know quite a bit, we need to know a lot more

76 empirical studies meeting HAT criteria:

• Team is 2 or more members working 
interdependently toward common 
goal

• At least one autonomous agent… 

• …where the autonomous agent(s) 
occupy unique roles on the team and 
possess degree of agency 

Levels of Autonomy Continuum

Need to further evaluate whether this is sufficient way of defining 
autonomous agent so it is treated as a teammate rather than a tool 



Limitations
• Studies did not always clarify whether humans perceived the 

autonomous agent in each study as a team member.
– However, research suggests that it is likely to be the case, and we aimed 

to capture studies where this would most likely be the case.

• All research is laboratory based, ad hoc student teams, doing 
simulated tasks with limited consequences at this time (few 
empirical field studies)
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QUESTIONS?
Thank you!

Contact Tom O’Neill or Nathan McNeese with any comments or suggestions: 
toneill@ucalgary.ca
mcneese@clemson.edu

Open Access @ Human Factors

mailto:toneill@ucalgary.ca
mailto:mcneese@clemson.edu

