* Human-Al Teaming Personality Test

Are you a “Rosie the Robot” or a “Bosch 800 Series”?
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The XAl onion
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e Show new mushroom
classifier.

 What is ‘explainability’
IS exactly what many
people really want
(who have a stake)




* Goal 1: Identify key human-systems integration
design considerations, methods, approaches,
and associated research aimed at warfighter
systems that incorporate human-Al teaming



* Goal 2: Identify gaps in knowledge on
effective human-machine teaming necessary
to achieve future Air Force mission capability



Implication for XAl

* Fast-XAl
 Justification vs. understanding
* Local vs global understanding



* Explainability is not transparency

* Transparency is not understanding

e persuasion/justification is not understanding
* Fast XAl

* Building into Al the information needed to do the
work.



All explanation Is self-explanation



Explanations for understanding vs
persuasion



Cognitive anthropomorphism



AlQ



Non-algorithms



Prospects for explainabllity
algorithms and explainable
algorithms

* Nothing is naturally explainable
* Cognitive anthroporphism (if you are lucky)
* Fast Explainability
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