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BACK TO ‘REALITY’ OF SCIENCE, LET’S START WITH DEFINITIONS:

AUTOMATED SYSTEMS ARE DESIGNED TO ACCOMPLISH A
SPECIFIC SET OF LARGELY DETERMINISTIC STEPS (OFTEN IN A
REPEATING PATTERN’ IN ORDER TO ACHIEVE ONE OF A
LIMITED SET OF PRE-DEFINED GOALS.

The Foundation of Autonomy Derives from the Etymological Bases: Nomos —
‘Law’ and Auto - ‘Self’. Thus, autonomous systems are Laws Unto Themselves.

AUTONOMOUS SYSTEMS, ARE GENERATIVE; THEY LEARN AND
EVOLVE THROUGH FEEDBACK OF OPERATIONAL AND
CONTEXTUAL INFORMATION. THEIR ACTIONS NECESSARILY
BECOME MORE INDETERMINATE ACROSS TIME. (Hancock, 2017).

HOWEVER, | Now BELIEVE THERE IS NO NECESSARY,
DISRUPTIVE ‘THRESHOLD’ BETWEEN THESE TWO FORMS.

Hoffman, R.R., & Hancock, P.A. (2014). Words matter. Human Factors and Ergonomics Society Bulletin, 57 (8), 3-7.




ARE THERE, AT PRESENT, ANY TRULY
AUTONOMOUS TECHNOLOGICAL SYSTEMS?

UNTIL RECENTLY (2020), | wouLD HAVE SAID NO.

AT LEAST NOT ‘SELF-INTENTIONED’ ONES.

BuUT ToDAY, | wouLD REVISIT THAT OPINION,
TO SEE WHAT IT IS WE ARE ASKED TO TRUST.




FIRST, AN UNDERLYING FRAMEWORK: THE °
ISLES OF AUTONOMY’ ‘ISLES OF HUMANITY’ METAPHOR

TO ILLUSTRATE THE GROWTH AND PENETRATION
OF NASCENT AUTONOMOUS SYSTEMS

LET ME BRIEFLY ARTICULATE THIS POSTULATE.

Hancock, P.A. (2021). Trust and the future of autonomous systems. Broadbent Lecture, CIEHF (Virtual), April 2021.




THE ISLES OF AUTONOMY METAPHOR

(REPRESENTED AS A SERIES OF PHASE TRANSITIONS)

| At First, there is a SINCULAR ISLAND of Autonomy which is
p SURROUNDED by a SWATH of Human Supporters, Shown as
the BEACH. This forms a LITTORAL (Literal) Collaboration

|l A Critical Watershed Occurs when Discrete Autonomous Systems
LINK TOGETHER. The ISTHMUS is First Composed of HUMANS =

s — I%\

Here, Autonomy is ‘Nominally’ Proceeding From TOOL to TEAM-MATE
> 0 _ ="




EARLY SUGGESTIONS OF THIS ‘LINKING STAGE’ CAN BE
ILLUSTRATED BY A RECENT DEMONSTRATION

Here, SOPHIA the Robot Communicates with JACK the Automated Car

The Video: https://www.youtube.com/watch?v=vtX-gVUfCKI.




THE HUMAN AS AN “INTELLIGENT INTERMEDIARY”

Sophia the Robot meets Jack the Car! https://www.youtube.com/watch?v=vtX-qVUfCKI




FORESEEABLE PROGRESS

(THE OTHER PHASE TRANSITIONS ARE)

y, Autonomous Systems Begin to Dom:inate the Electronic
Ecosphere. Humans are Sequentially Squeezed Qut

‘ . /-(\ — \ >

' Eventually, ANY Remaining “ISLE OF HUMANITY” Becomes
= Palimpsestual, Residual, Deliquescent, and then Extinct.

— — j\\ B - J,

Hancock, P.A. (2017). Imposing limits on autonomous systems. Ergonomics, 60 (2), 284-291.
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THE TRANSITION FEATURES
THE QUESTION OF TRUST

BUTITIS CRITICAL TO RECOGNIZE
WHAT DO WE ACTUALLY KNOwW Now?

BEYOND ‘TALK-TALK’

Hancock, P.A. (2014). Automation: How much is too much? Ergonomics, 57 (3), 449-454.




THE FOLLOWING IS BASED ON KAPLAN ET AL., (2021).

(COPIES OFTHE PAPER ARE AUTHORIZED FOR RELEASE AND PUBLICLY AVAILABLE).

Trust in Artificial Intelligence: Meta-Analytic Findings

Alexandra D. Kaplan®, University of Central Florida, Orlando, Florida, USA,
Theresa T. Kessler, Georgia Tech Research Institute, Atlanta, Georgia, USA,
J. Christopher Brill, Air Force Research Laboratory, Dayton, Ohio, USA, and
P. A. Hancock®, University of Central Florida, Orlando, Florida, USA

Objective: The present meta-analysis sought to de-
termine significant factors that predict trust in arificial
intelligence (Al). Such factors were divided into those
relating to (a) the human trustor, (b) the Al trustee, and
(c) the shared context of their interaction.

Background: There are many factors influencing
trust in robots, automation, and technology in gener-
al, and there have been several meta-analytic attempts
to understand the antecedents of trust in these areas.
However, no targeted meta-analysis has been performed
examining the antecedents of trust in Al

Method: Data from 65 articles examined the three
predicted categories, as well as the subcategories of
human characteristics and abilities, Al performance and
attributes, and contextual tasking. Lastly, four common
uses for Al (ie, chatbots, robots, automated vehicles,
and nonembodied, plain algorithms) were examined as
further potential moderating factors.

Results: Results showed that all of the examined
categories were significant predictors of trust in Al as
weell as many individual antecedents such as Al reliability
and anthropomorphism, among many others.

Condusion: Overall, the results of this meta-
analysis determined several factors that influence trust,
including some that have no bearing on Al performance.
Additionally, we highlight the areas where there is cur-
rently no empirical research.

Application: Findings from this analysis will allow
designers to build systems that dlicit higher or lower lev-
els of trust, as they require.

Keywords: artificial intelligence, trust. human—
automation interaction, meta-analysis
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ARTIFICE IN AN INTELLIGENT AGE

Artificial intelligence (AI) is the software-
based technology that permits automated
machines to sense their surroundings and intel-
ligently make decisions based on the available
data. With those summated information inputs,
they are able to decide which actions are most
likely to lead to their success in achieving a goal
(Poole et al., 1998). Although some forms of Al
employ distinctly inhuman thought processes,
others are considered to be imitations of natu-
ral human cognitive abilities. McCarthy et al.
(1955) noted that an artificially intelligent com-
puter had to possess some form of an abstract
model of its environment. It had to be some-
what imaginative, it had to display originality
and common sense, and finally, it had to deal
with “randomness.” In humans, these qualities
require some degree of intelligent rationaliza-
tion. In automation, it can be much the same.
To make optimal decisions, automation, like
humans, must factor in aspects of the surround-
ing environment and take actions based on
whatever choice leads to the highest probability
of success. Even so, automation is most often
typified by brittle determinism that renders it
distinctly unintelligent, which is what distin-
guishes it from truly intelligent artificial sys-
tems. In the following analysis, we distinguish
between Al and automation by categorizing
unmanned systems that perform repetitive or
rote tasks based on static rules or human com-
mands as automation, while unmanned systems
that can deal with uncertainty and make a “deci-
sion” in novel or semi-novel circumstances, as
AL

Al can be applied to many circumstances.
Some of these include a degree of embodi-
ment, while others are wholly virtual in nature.
Some autonomous robots use Al to determine

Thanks go to Dr. J. Christopher Brill (AFRL/711th
Human Performance Wing) for his leadership and
graduate student mentorship throughout the project.
Thanks also go to Dr. Joseph Lyons for all his help and
providing insightful reviews of this work. This research
was originally sponsored by the AFRL Human Insight
and Trust (HIT) Program (Chris Brill, Manager).

The Views Expressed here are that of the Author(s) and Do Not
Necessarily Represent that of the Supporting Agency in Any Way.

Kaplan, A.D., Kessler, T.T., Brill, J.C., & Hancock, P.A. (2021).Trust in Artificial Intelligence: Meta-analytic
findings. Human Factors, in press. https://journals.sagepub.com/doi/abs/10.1177/00187208211013988




TRUST IS A DYNAMIC AND CYBERNETIC PROCESS

CONTEXT OF TRUST

TRUSTOR - - TRUSTEE

THE ONE WHO TRUSTS THE ONE WHO 1S TRUSTE

!

Engagement in Trusting Behavior

l

IT NECESSARILY REQUIRES AT LEAST TwO ENTITIES

So, If People Tell You Th%yTrustThemselves —Then Don’t Tl;flStThem!

AND SOME COMMUNICATION CHANNEL BETWEEN THEM




THE FOUNDATIONAL ‘TRIAD’ MODEL OF TRUST : 2011
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Attentional
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*Comfort with ros
*Propensity to trust
Self-confidence
*Satisfaction
*Self-efficacy

Team conflict
Team performance
*In-group membership
*Interaction frequency
Shared mental models
Proximity/Co-location
Role interdependence
Team composition
Team cohesion,

+Proximity/Co-location
*Robot personality
Adaptability
Robot type
*Appearance
+*Anthropomorphism

+*Behavior
*Dependability
+*Reliability of robots
*Predictability
+Level of automation
*Communication
method
Failure rates
False alarms
+Transparency
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+Contextual
Factors

+*Task complexity
Multi-tasking requirements
Physical environment
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Hancock, P.A., Kessler, T.T., Kaplan, A.D., Br|II J.C. & Szalma J.L. (2021). Evolving trust in robots
Specification through sequential and comparative meta-analyses. Human Factors, in press.




THE BASE ALI-TRUST MODEL

Human (Trustor) Al (Trustee)

Autonomous Vehicle

Abiliti(\

Charactenstlc‘;e itoiiice Tasking
Attributes

Attributes
Abilities Algorithm Chatbot Team
Chatbot i :
Characteristics Algorithm Tasking
Abilities = Team Algorithm

Robot Performance

Performance ;
Characteristics Tasking
Abilities Attributes Attributes Team

Characteristics Tasking

Autonomous Vehicle

The CATEGORIES are Driven by the Prior MODEL Organization.
The DOMAINS are driven by Emergence in the LITERATURE.




INCLUSION=EXCLUSION CRITERIA

1)

The article must have come from a peer-reviewed journal or the
proceedings of a conference.

2)

Trust-in-Al had to be the dependent variable in at least one included
analysis.

3)

Sufficient statistical data had to be included to determine an effect size
(e.g., r, t, F; means and standard deviations, Cohen’s d, or percent).

4)

The examined sample could not have been derived from any vulnerable
population, such as a medical population or individuals under the age of
18 years old.

The article had to be written in English or have an English translation
available.

The data from the study could be included only once in the analysis. For
instance, data from a dissertation could not be included if those same data
were also reported in a conference publication or refereed article.




THE STARTING PRISMA

Preferred Reporting Items for Systematic Reviews and Meta-Analysis

Records identified through database searching Records identified through other methods
(n =3126) (n=175)

l

Records after duplicates removed

l

(nn = 1288)

Records screened
(n=715)

v

Full-text records rejected with reasons
(r1 = 0650)

v

Records identified for inclusion
(r1=065)

l

Studies included in meta-analysis
(1 = 65)

Moher, D., Liberati, A.,Tetzlaff, J., & Altman, D. G. (2009). Preferred reporting items for systematic
\reviews and meta-analyses: the PRISMA statement. Annals of Internal Medicine, 151 (4), 264-269.




TRUST IN Al: HUMAN IDIMENSIONS

95% Confidence In-
terval

Antecedent of Trust . ]
Upper Lower

0.14 0.38
0.21 0.42
0.43 1.61
-0.11 0.69
0.03 0.91
-0.92 2.43
-0.43 0.05
2.82 0.44
0.24 0.53
-0.08 0.26
-0.61 279

Global
Ability-based
Competency/Understanding
Expectancy

Expertise

Operator Performance
Prior experience
Workload
Characteristic-based
Age

Attitudes Towards Al
Comfort with AI
Culture

Education

Gender

Personality Traits
Propensity to Trust
Satisfaction

o

0.15 0.87

0.17 0.67
0.12 0.37

—_— W = N = NN BB 0N

Kaplan, A.D., Kessler, T.T., Brill, ]J.C., & Hancock, P.A. (2021). Trust in Artificial Intelligence: Meta-analytic
findings. Human Factors, in press. https://journals.sagepub.com/doi/abs/10.1177/00187208211013988




TRUST IN Al: Al DIMENSIONS

95% Confidence Interval
Antecedent of Effect size = Upper Lower
Trust
Global 0.54 0.70
Performance- ) 1.30 1.64
based
Dependability
Performance
Predictability
Reliability
Attribute-based
Al Personality
Anthropomor-
phism
Appearance
Behavior
Communication
Level of Auto-
mation
Reputation * 0.04 0.12
Transparency 0.26 0.06

-1.18 2.77
1.26 1.70
-0.46 3.31
2.16 3.23
0.22 0.39
0.42 0.83
0.08 0.52

— s W a N =
o

o

0.38 0.09
0.15 0.05
0.00 0.01

N O O

*Denotes significance at the p < .05 level.
** 57 = sampling error variance: sz = observed variance

Kaplan, A.D., Kessler, T.T., Brill, ]J.C., & Hancock, P.A. (2021).Trust in Artificial Intelligence: Meta-analytic
findings. Human Factors, in press. https://journals.sagepub.com/doi/abs/10.1177/00187208211013988




TRUST IN Al: CONTEXTUAL EFFECTS

Effect

[93;2/% lC onfidence In-
Antecedent of Trust size d

2 4
Sg S&

Upper Lower

1.36 026 042
0.30*  0.34 022 0.56
0.6 0.19  0.60
006 0.06 071 2.03

2.41
0.62*  0.14 0.10 1.14

043*  0.67 0.68 -0.19
(041%) 025 -0.80 -0.01
Task Complexity 0.19 -0.16 0.54

Task Type 0.28 — -~

*Denotes significance at the p < .05 level.
** 52 = sampling error variance; s; = observed variance

Global
Teaming-related
Communication
Interaction Frequency
Shared Mental Models
Tenure

Tasking-related
Risk

o h

2

2
1
3
2
1
6
1
8
3
1

Kaplan, A.D., Kessler, T.T., Brill, ]J.C., & Hancock, P.A. (2021). Trust in Artificial Intelligence: Meta-analytic
findings. Human Factors, in press. https://journals.sagepub.com/doi/abs/10.1177/00187208211013988




TRUST IN Al: AN EVOLVING MODEL

Human (Trustor)+* Al (Trustee)+* Contextual+*

X Auronomous Vehtcle+* %N /
\ Autonomous Vehicle+* Robot+*

\Ab|||t|e5+ Robot+*
Charactenst:cs+* \erformans*r Team+*
*\ i :
nce+ Tasking+ Autonomous Vehicle+*
Chatbot* Attributes+*
Attnbutesi

Chatbot+*
—_—— Team
_ Chatbot+* Algorithm+* e
Characteristics* -
Abilities /\ / Team+*

|||t|es* Algorithm+

Algorithm+ orlthm

Performancex Performance+® ki
Characteristics+ h Tashing J
Abilitias* Attributes+* Attributes+ Team+

Robo t+¥

™~

Characteristics+ Tasking

The Evolving Model of the Dactors inﬂuencing Trust in Al. Bold indicates significant pairwise findings.
Italics indicate significant correlational findings. Asterisk (*) indicates that the subject was examined in the
correlational literature. A plus sign (+) indicates that the subject was examined in the pairwise literature.




SUMMARY THOUGHTS AND CONCERNS

Any Meta-Analysis is O ich Compose It.

HOAX

The Panoply of Rigorous S l’) Rl N G S t Present, Threadbare.
ETERNAL

Perhaps Most Under-Ser and Contextual Effects.

THE PSYCHOLOGY OF

° [ ° ‘)
COCNITIVE DEGERTION stablish Objective Levels?

Reliability remains Critic

O O DR R Rk PETER HANCOCK BRI

Studies are Needed to Stabilize Results and Elaborate on Influential Factors.




AND ALWAYS, LET us BEWARE THE BEHEMOTH TIME

THE HUMAN CONCEPT OF “REAL-TIME”
IS AN EXERCISE IN HUBRIS NOT REALITY

THE CRITICAL ISSUE IS TEMPORAL DISSOANCE

WITH SUCH DISSONANCE THERE WILL BE
NO TO EITHER TRUST OR DISTRUST

Hancock, P.A. (2021). Avoiding adverse autonomous agent action. Human-Computer Interaction, in press.




APPEASING OUR FORTHCOMING RULERS!

AN, ®
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Whe 15 Stoker?

Q FoR onE WELCOME Qug
NEwW (oWtuTeR OVERLORDS)

THE SAD TRUTH IS THAT (SOONER RATHER THAN LATER) HUMANS WILL

BE THE RATE-LIMITING ELEMENT (TRY TO COME TO TERMS WITH IT).




A WAY AHEAD. ... IF WAY THERE 1Is
THE SHEEPDOG ... | N\

Epitomizing Human Interaction with Capable,
but Cognitively-Limited Systems. Higher-Level
Goals Expressed by the Human, Lower-Level
Actions Subsumed by the Dog.

-

ﬁ";l
! y
CRANEXN

... AND THE
JAPANESE GARDEN

Harmonizing the Context of Operations by
Intentionally Shaping Boundary Constraints.
(Understanding the Limits of Adaptation and the
Nature of Resilience).

Hancock, P.A. (1987).The Sheepdog and the Japanese Garden. Essays on the Future of Human-Machine
Systems. Eden Prairie: MN Banta. [AThird of a Century Ago: And the Metaphor Story].




QUESTIONS SPECIFIC TO CONTRIBUTORY STUDIES
TO THE META-ANALYSIS CAN BE IDIRECTED TO:

DR. THERESA KESSLER B

DR. ALEXANDRA KAPLAN

All Data Used in the Reported Meta-Analysis are Open for Public Inspection.
Work Continues to Add Further Results as they appear in the Archival Literature.
This Latter, Important Work Remains in Need of Funding.




