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Are predictive algorithms the 
Holy Grail of Policing?

- How the police see predictive strategies -

• The promise of reducing or preventing 
crime – makes communities safer by 
stopping crime before it occurs

• Fulfills the mandate many people have 
for policing (“catch the bad guys- keep 
us safe”)

• Helps mitigate the impact of the on-
going recruiting/hiring crisis in policing

• Makes policing more efficient/helps 
control costs (do more with less)

• Might increase trust and confidence 
some people have in policing



Or is predictive policing really 
Pandora’s Box?

- How others see predictive strategies -

• Can exacerbate bias in policing

• Can further “wrongful conviction/arrest/detention

• Can damage community perceptions of the 
police

• Strengthens belief that policing is biased

• Ultimately, might remove the human element 
from many aspects of police/crime fighting 
decision making

• Will it bring about “great troubles and 
misfortunes,” but also hold hope for the future?



POLICE AI
When we focus on predictive policing as 
an isolated strategy, we may be missing 
the bigger picture about how the police 
will soon think about, understand (or 
not) and seek to employ, artificial 
intelligence to solve pressing crime and 
disorder problems.



THE COMING AI TSUNAMI 

Is there a more potentially  disruptive 
technology facing us today? 

Will the current AI race between the 
megatech companies end soon?

Will AI’s integration into every aspect 
of our lives slow down?

Will the challenges police leaders 
face relative to crime control, 
staffing, community trust and 
confidence abate?

Will legislation, regulation, policy 
development catch-up with the 
development of AI?

Will the “police-industrial complex” 
stop pushing the integration of AI into 
policing?



UBIQUITOUS AI
- Arrival of “AI Age” in 2023 

(ChatGPT)

- Democratizing of AI 

- Benefits vs. pitfalls

- AI Race underway

- In what field of endeavor is AI not 
developing?

- We are rapidly normalizing the use 
of AI

- AI-centered computers and 
smartphones will soon be the 
standard and some form of AI will 
be hard-baked into most 
electronics sooner vs later

- The “AI of Everything” or “AI all the 
time, everywhere, for everyone”



POLICE AI

Police AI will soon become an 
enterprise approach that 
integrates all police technologies 
“to provide greater situational 
awareness in the policing 
environment.” Predictive tools will 
be a part of the technology 
ecosystem marketed to the police.



POLICE AI
When we can answer the questions 
regarding policing’s use of artificial 
intelligence, then our questions about 
predictive policing will become clearer 
and their answers more definitive



CHALLENGES
High turn over rate of chiefs

Politics, personnel, budgets

Pressure to solve crime (differently)

Disconnected community relationships

Staffing crisis

Lack of training re: tech

Lack of understanding of advanced tech

Cultural bias for action

Reliance on vendors for tech knowledge

Lack of national coherence re: AI policy/ethics

Unintended consequences

POLICING CULTURE AND 
AI/PREDICTIVE TECHNOLOGY

INFLUENCES
Exponential rate of AI development

Politics

Solutions presented by vendors

High turn over rate of chiefs

Political/community pressure to solve 
crime (differently?)

Cultural bias for action

Reliance on vendors

Lack of national coherence

National Polarization

Unintended consequences



Community Expectations of Policing
Communities get the kind of policing 
they accept or demand. But what 
happens when they don’t know the 
questions they should ask the police?



GOVERNMENT’S
ROLE IN POLICE AI

- All levels of government 
have a role to play

- Legislation/regulation
- Policy guidance
- Funding
- Develop tools for ethical 

adoption of AI
- Knowledge management

- convenings
- research/publications
- guidebooks
- webinars
- knowledge base

- Vendor oversight
- Etc.



• Science fiction is a creative way to think about the future 
(e.g. Star Trek “communicators” and today’s 
smartphones, “Phasers” and today’s tasers, etc.)

• 2002 movie set in 2054
• Tom Cruise starred as Chief John Anderton, Department 

of Precrime
• The three Human “Precogs” are analogous to predictive 

tools/AI of our near future
• The Department of Precrime had a virtuous goal – the 

prevention of all murders – and it appeared to be working
• The “data” indicating who will commit a murder was 

supposed to be a unanimous Precog determination
• A “minority report” was the alternative future report by 

one of the Precogs that was concealed by the for-profit 
organization “Department of Precrime”

• All was good until the Precogs foresaw Tom Cruise 
committing a murder – and we learn how the “never 
wrong” predictions can, in fact, be wrong



ACTIONS WE SHOULD TAKE

Model Policies

Guiding Principles for 
the Safe and 

Responsible use of AI

Executive Orders

Science and 
Publications

Increasing our knowledge and 
providing Guidance



ACTIONS WE MUST TAKE

 Increasing and share our knowledge about AI

 Involve the community in developing crime control 
outcomes

 Involve the community in AI acquisition and use decisions

 Adopt a national coherence around the Guiding Principles 
for the Safe and Responsible Use of Police AI

 Encourage the police to be effective, empathetic and just 
in controlling crime and the safe and responsible use of AI



What version of AI do we want?



A Chinese farmer worked his farm with his son and their 
horse.

When the horse ran away, neighbors considered it 
unfortunate, but the farmer responded, “Maybe yes, maybe 
no.”

The horse returned with wild horses, which neighbors saw as 
good luck, but the farmer remained neutral, saying, “Maybe 
yes, maybe no.”

The farmer’s son broke his leg while taming a wild horse, 
causing neighbors to express sympathy, but the farmer again 
replied, “Maybe yes, maybe no.”

An army drafted all young men in the village, but the farmer’s 
son was spared due to his injury, which neighbors viewed as 
fortunate. The farmer maintained his stance, saying, “Maybe 
yes, maybe no.”

We have the ability to affect the future of Police AI. We don’t 
have to leave it to random occurrences or outside influences 
(like the tech industry).

Policing’s Future Uncertainty



Is police AI a good thing or a bad thing?
Maybe yes, maybe no.



It all depends… on us!
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