


• Automated annotation
• Synthetic data
• AI as agent / researcher

• Bias
• Replicability / Junk Science
• Environmental Impact

• Measurement a moving target
• AI not a data base 

(next token prediction)

• New form of measurement
• Fusion of data sources
• Shift to model-based information

• No understanding – black box
• Modification for social science 

(fine-tuned)
• Data availability

• Precision treatments 
– isolate control

• New prediction with context
• Forgo the standardize response

Chris Bail

Seth Spielman

Susan Athey

Methods innovation introduced Words of caution



• Benchmarks needed for traditional and 
new methods.

• Team science to get the models right.

• LLMs for social science (fine-tuned, 
instruction tuning on base model). 
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Benchmarks



BRINGING SURVEY METHODOLOGY TO MACHINE LEARNING
Stephanie Eckman Christoph Kern, Jacob Beck, Bolei Ma, Rob Chew, Frauke Kreuter

5



https://arxiv.org/pdf/2402.14499 or 
Findings of the Association for Computational 
Linguistics ACL 2024

https://arxiv.org/pdf/2402.14499
https://aclanthology.org/volumes/2024.findings-acl/
https://aclanthology.org/volumes/2024.findings-acl/


• Who should be funded? Unclear what 
scientific approach can and should be 
used to evaluate research proposals 
using LLMs / of LLMs.

• What should be reported? Standards for 
transparency of models and research 
(reliability / generalizability).



https://arxiv.org/pdf/2403.01208 or ICML 2024

https://arxiv.org/pdf/2406.11096 or EMNLP 2024

https://arxiv.org/pdf/2403.01208
https://arxiv.org/pdf/2406.11096
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Survey and Experimental 
Design
High effort prior to data 
collection

Automated Data 
Recording
Low effort prior to data 
collection

Low-Dim. Measures

Survey Data

Text, Language

Images
Complex Processing and 
Analysis
High effort post data collection

IOT / High-Dimensional 
(Dirty) Digital Trace

Standard Processing
Low effort post data collection

Transparency



Another way to think of AI in analysis

• Generative AI as assistant  rather than 
replacement.

• Coding help
• Translation of legacy code
• Ideation

• What is a good data analysis?



Assistants: Job Classification

11
Comments to Machine Learning and AI in Econometrics. Susan Athey. 



• Automated annotation
• Synthetic data
• AI as agent / researcher

• Benchmarks
• Specialized LLMs
• Transparency/Methodology

• Team science/Synergies
• Assistant as assistant

• New form of data – data?
• Fusion of data sources
• Shift to model-based information

• Precision treatments 
– isolate control

• New prediction with context
• Forgo the standardize response

Chris Bail

Seth Spielman

Susan Athey



October 7   -- 8:30-5pm           University of Maryland / AI Interdisciplinary Institute of Maryland 

Program

5 Short courses
6 Small group discussions
2 Keynotes
2 Panel discussions

Participants
Abt, Adobe, Census Bureau, D3, 
Deloitte, DOJ, Forbes, Goodwill, 
Google, IBM, ICF, National 
Academies, NORC, ORB, Pew, RTI, 
Rutgers, Sinai, SRRS, Survey 160, 
World Bank, UMD, RAND, Uni 
Mannheim, Uni Michigan, Uni 
Munich, Valoray, WBA
.. you (?)
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