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TLDR This paper introduces Open IE (OIE), a new extraction paradigm where the system makes a single Findin gs
data-driven pass over its corpus and extracts a large set of relational tuples without requiring any human

EMNLP20]

input. Expand

&6 2059  PDF Pd View on ACM Save Alert &6 Cite o Research Feed

R
C
=

YV AI2 "



TL:DRs vs _Abstracts

A2

more IatloTT e
terrogating the network wit o
terizing and monitoring structural properties, however, T .
been developed. In this work, we propose neural persistence, a
complexity measure for neural network architectures based on
topological data analysis on weighted stratified graphs. [...]

Intro [...] In this work, we present the following contribu-
tions: We introduce neural persistence, a novel measure for char-
acterizing the structural complexity of neural networks that can
be efficiently computed. We prove its theoretical properties, such
as upper and lower bounds, thereby arriving at a normalization
for comparing neural networks of varying sizes. |...]

Conclusion [...] However, this did not yield an early stop-
ping measure because it was never triggered, thereby suggesting
that neural persistence captures salient information that would
otherwise be hidden among all the weights of a network |[...]
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How to Evaluate TLDRs Decide \g

e Time on page?
e Click-thru rate?
e Bounce rate?

N/

e User feedback: []_5




Then... We added TLDRs to Email Alerts oeice g

e Tested: Impact of replacing truncated abstracts
with model generated TLDRs in alert emaiis.

e Expected: An increase Iin clicks and saves.
e Hoped: Unsubscribe rate doesn'’t increase.

Dany Haddad. Medium, March 2023

https://medium.com/ai2-blog/tldrs-help-to-cut-through-the-clutter-3ad802caed93
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Evaluating TLDRs in Alert Emails Decide NG

e No increase in unsubscribe rate -
e Stat significant 6% decrease in CTR =
TLDRs control
016 0.17 018 019 020 glick-through rate

Why? Lower engagement? Greater efficiency?
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Click-thru Rate Conditioned on Action g

Email — Click-through — Save to Library

0024 0026 0028 0.030 0032 0034 0036  absolute click-through rate

Email — Click-through — NO Save to Library

TLDRs control

#AI2 abs. click-through rate 016 017 0.18 019 020
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Paper-Specific Question Answering V1

DOI: 10.48550/arXiv.2305.14314 + Corpus ID: 258841328 & Share

QLoRA: Efficient Finetuning of Quantized
LLMs

Tim Dettmers, Artidoro Pagnoni, +1 author Luke Zettlemoyer + Published in Neural Information Processing... 23 May 2023 -

Ask This Paper

What is the goal of this paper?

Computer Science
What are the key results of this paper?
TLDR QLOoRA finetuning on a small high-quality dataset leads to state-of-the-art results, even wjen

using smaller models than the previous SoTA, and current chatbot benchmarks are not trustworthy What methods are used?
to accurately evaluate the performance levels of chatbots.Expand

—4 [PDF] Semantic Reader v A Saveto Library A Create Alert &6 Cite

Ask a question that can be answered by
this paper.

(J Do not publish my input data
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Paper-Specific Question Answering v2 oy

\ N
[ How does double quantization reduce..j

£ . RA
QLoRA introduces a number of innovations to s [@111 Define j{-ﬁ- Expand ][ ? Why J

performance: (a) 4-bit NormalFloat (NF4), a nev
theoretically optimal for normally distributed weights (b) double quantization to
reduce the average memory footprint by quantizing the quantization constants,
and (c) paged optimizers to manage memory spikes.

[Fok et al. UIST 24]
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Paper-Specifi

Define "double quantization”

A2

QLoRA i
perform
theoreti

alWAVa

k-bit NormalFloat (NFk), since the data type is information-theoretically optimal for zero-centered
normally distributed data. The exact values of this data type can be found in Appendix E.

Double Quantization We introduce Double Quantization (DQ), the process of quantizing the
quantization constants for additional memory savings. While a small blocksize is required for precise
4-bit quantization [ '], it also has a c iderable memory rhead. For ple, using 32-bit
constants and a blocksize of 64 for W, guantization constants add 32/64 = (.5 bits per parameter on
average. Double Quantization helps reduce the memory footprint of quantization constants.

I"?!‘

More specifically, Double C ion treats g i L. of the hrsl guantization
as inputs to a second quantization. This :ccond step yields the ion

i and the second level of quantization constants c{7*2. We use 8-bit Floats with a blocksize of
256 for the second quantization as no performance dcgradauon is observed for 8-bit quantization,
in line with results from Dettmers and Zettlemoyer | ]. Since the ¢5 ** are positive, we subtract
the mean from ¢; before quantization to center the values around zero and make use of symmetric

reduce 1
and (c)

D¢
co

d

fO(

On average, for a blocksize of 64, this quantization reduces the memory footprint per
parameter from 32/64 = 0.5 bits, to &/64 + 32/(64 - 266) = 0.127 bits, a reduction of 0.373 bits
per parameter.

Paged Optimizers use the NVIDIA unified memory ' feature wich does automatic page-to-page
transfers between the CPU and GPU for error-free GPU processing in the scenario where the GPU
occastonally runs out-of-memory. The feature works like regular memory paging between CPU RAM
and the disk. We use this feature to allocate paged memory for the optimizer states which are then
automatically evicted to CPU RAM when the GPU runs out-of-memory and paged back into GPU
memory when the memory is needed in the optimizer update step.

QLORA. Using the components described above, we define QLORA for a single linear layer in
the quantized base model with a single LoRA adapter as follows:
YEFIS _ XBFI6doubleDequant(ciF*2, bt W) 4 XBFISLBFISBFIS )

where doubleDequant(-) is defined as:

doubleDequant(c) P2 L& W) — dequant(dequant(cfT, ), W) = WEFIS (6)
We use NF4 for W and FP8 for c2. We use a blocksize of 64 for W for higher quantization precision
and a blocksize of 256 for ¢; to conserve memory.
For parameter updates only the gradient with respect to the error for the adapters weights ,L‘ are

needed, and not for 4-bit weights (,"f( However, the calculation of ‘"—— entails the calculation of f":

which proceeds via eq (5) withd ization from storage VVM‘ to computation data type
WEFI8 1o calculate the derivative 2o in BFloat16 precision.

To summarize. QLORA has onc storage data type (usually 4-bit NormalFloat) and a computation
data type (16-bit BrainFloat). We dequantize the storage data type to the computation data type
to perform the forward and backward pass, but we only compute weight gradients for the LoRA
parameters which use 16-bit BrainFloat.
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Reading Technical Papers is Tiring! Read N

= Researchers flipped back and forth in document...
= Looking for definitions, checking citations...
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Al-Powered Skimming

Goal
Enable skimming in less time, with less effort.

Challenge

How surface salient content w/ non-intrusive
affordances?

pio [Fok et al. 1UI'23]
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Number of states

Figure 8. StateLens maintains a relatively stable error rate for state
detection as the number of states np to the
trend in the baseline approach.

increasing trend in the baseline approach (Figure 8). Next in
user evaluation, we further demonstrate how the generated
state diagrams power interactive applications to assist blind
users access existing dynamic touchscreen devices.

USER EVALUATION
The goal of aur sear
of StatelLen

a hass tha Anmannante

In order to enable repeated testing without wasting coffee, we
built a simulated interactive prototype of the coffee machine
in Figure 4 with InVision [23], which we displayed on an
iPad tablet of similar size as the coffee machine's interface
(iPad Pro 3rd generation, 11-inch, running iOS 12.2 without
Vmu.()\cr enabled). The u)n\cr\ulmmnl agent and the iOS
Mad H TatS )
mlh VoiceOver enabled. The hngcr cap and the conductive
stylus in Figure 3 were fabricated and used. We recruited 14
visually impaired users (9 female, 5 male, age 34-85). The
demographics of our participants are shown in Table 3

Procedure

Following a brief introduction of the study and demographic
questions, participants first completed tasks using the 3D-
printed accessories. For each of the three screen placements (in
the order of 90° vertical at chest-level, 45° tilted at chest-level,
and 0° flat on the table), participants completed five trials using
both the finger cap and the conductive stylus. The order of
accessories was counterbalanced for all participants. For each
trial, participants were first instructed to explore by placing
the accecenry on the tounchecreen and move accordine to the
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In general, participants found both accessories to by
fortable to use (M = 5.9,SD = 1.1) and highly useful (»

6.4,5D = 0.8). However, there were differences across the
various screen placements. Participants slightly preferred us-
ing the stylus to explore and activate touchscreens in the 90°
screen placement (54% vs. 46%), since holding the hand in the
upright position using the finger cap was not as comfortable
(M = 5.3,5SD = 1.4), and the stylus felt more natural. Others
preferred the finger cap since it provided better control over
the ctvhiie On the oother hand narticinante neeferred the in.

<t to prior work, StateLens is a
“verse engineering existing
faces through much noisier
w videos rather than screenshots
sped GUIs.
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trend in the baseline approach.

increasing trend in the baseline approach (Figure 8). Next in
user evaluation, we further demonstrate how the generated
state diagrams power interactive applications to assist blind
users access existing dynamic touchscreen devices.

USER EVALUATION
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inaccessibl
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In order to enable repeated testing without wasting coffee, we
built a simulated interactive prototype of the coffee machine
in Figure 4 with InVision [23], which we displayed on an
iPad tablet of similar size as the coffee machine's interface
(iPad Pro 3rd generation, 11-inch, running iOS 12.2 without
VoiceOver enabled). The conversational agent and the i10S

1 salled 2 5 OS2

PP C
with VoiceOver enabled. The finger cap and the conductive
stylus in Figure 3 were fabricated and used. We recruited 14
visually impaired users (9 female, 5 male, age 34-85). The
demographics of our participants are shown in Table 3.

Procedure

Following a brief introduction of the study and demographic
questions, participants first completed tasks using the 3D-
printed accessories. For each of the three screen placements (in
the order of 90° vertical at chest-level, 45° tilted at chest-level,
and 0° flat on the table), participants completed five trials using
both the finger cap and the conductive stylus. The order of
accessories was counterbalanced for all participants. For each
trial, participants were first instructed to explore by placing
the acce:

cenry on the tounchecreen and move accordine to the

A) Highlight salient text

through the conversational agent, participants were asked to
use the 3D-printed accessories to perform the tasks following
the guidance and feedback of the iOS application. These realis-
tic tasks involved a series of button pushes across many states,
e.g., select gourmet drinks, cafe latte, strong strength, then
confirm, auto-select default coffee bean, and end on the drink
preparation screen. The iPad Pro simulating the inaccessible
coffee machine was placed tilted at chest level, and the iPhone
6 running the i0S application was mounted on a head strap to
simulate a head-mounted camera. Task completion rate and
time were recorded.

After cach step of the study, we collected Likert scale ratings
and subjective feedback from the participants. Finally, we
ended the study with a semi-structured interview asking for
the participant’s comments and suggestions on the StateLens
system. The study took about two hours and participants were
cach compensated for $50. The whole study was video and
audio recorded for further analysis.

wr user study results and summarize user
ferences. For all Likert scale questions, par-
mg a scale of 1 to 7, where 1 was extremely
s extremely positive

Exploration and Activation with 3D-Printed Accessories

All participants except P12 completed tasks using the 3D-
printed accessories. P12 had low vision, and was able to
hover his finger above the target and then activate by him-
self. The aggregated results are shown in Table 4. Using
the conductive stylus to explore touchscreens generally re-
sulted in fewer accidental triggers (M = 0.03,5D = 0.16)
compared to using the finger cap (M = 0.07,5D = 0.27).
On the other hand, the average attempts of using the stylus
(M = 248 SD 1.07) was more than that from using the
finger cap (M = 1.90,SD = 1.01). This is likely because the
conductive material is less sensitive compared to fingers.

In general, participants found both accessories to be com-
fortable to use (M = 5.9,5SD = 1.1) and highly useful (M =
6.4,5D = 0.8). However, there were differences across the
various screen placements. Participants slightly preferred us-
ing the stylus to explore and activate touchscreens in the 90°
screen placement (54% vs. 46%), since holding the hand in the
upright position using the finger cap was not as comfortable
(M = 5.3,5D = 1.4), and the stylus felt more natural. Others
preferred the finger cap since it provided better control over
the ctvhiie On the oother hand narticinante neeferred the in.
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trend in the baseline approach.

increasing trend in the baseline approach (Figure 8). Next in
user evaluation, we further demonstrate how the generated
state diagrams power interactive applications to assist blind
users access existing dynamic touchscreen devices.

USER EVALUATION
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of StateLen

In order to enable repeated testing without wasting coffee, we
built a simulated interactive prototype of the coffee machine
in Figure 4 with InVision [23], which we displayed on an
iPad tablet of similar size as the coffee machine's interface
(iPad Pro 3rd generation, 11-inch, running iOS 12.2 without

VoiceOver enabled). The u)n\cr\.m(mnl agent and the i0S
1 ) ks TatS )

PP C
with VoiceOver enabled. The finger cap nnd the conductive
stylus in Figure 3 were fabricated and used. We recruited 14
visually impaired users (9 female, 5 male, age 34-85). The
demographics of our participants are shown in Table 3.

Procedure

Following a brief introduction of the study and demographic
questions, participants first completed tasks using the 3D-
printed accessories. For each of the three screen placements (in
the order of 90° vertical at chest-level, 45° tilted at chest-level,
and 0° flat on the table), participants completed five trials using
both the finger cap and the conductive stylus. The order of
accessories was counterbalanced for all participants. For each
trial, participants were first instructed to explore by placing
the accecenry on the tounchecreen and move accordine to the

mees A) Highlight salient text

through the conversational agent, participants were asked to
use the 3D-printed accessories to perform the tasks following
the d: and feedback of the 108 application. These realis-
tic tasks involved a series of button pushes across many states,
e.g., select gourmet drinks, cafe latte, strong strength, then
confirm, auto-select default coffee bean, and end on the dnnk(
preparation screen. The iPad Pro simulating the inaccessible
coffee machine was placed tilted at chest level, and the iPhone
6 running the i0S application was mounted on a head strap to
simulate a head-mounted camera. Task completion rate and
time were recorded.

After cach step of the study, we collected Likert scale ratings
and subjective feedback from the participants. Finally, we
ended the study with a semi-structured interview ing for
the participant’s comments and suggestions on the StateLens
system. The study took about two hours and participants were
cach compensated for $50. The whole study was video and
audio recorded for further analysis.

wr user study results and summarize user
ferences. For 7' Likert scale questions, par-
mg a scale of “ where 1 was extremely
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In general, participants found both accessories to by
fortable to use (M = 5.9,5D = 1.1) and highly useful (»m
6.4,5D = 0.8). However, there were differences across the
various screen placements. Participants slightly preferred us-
ing the stylus to explore and activate touchscreens in the 90°
screen placement (54% vs. 46%), since holding the hand in the
upright position using the finger cap was not as comfortable
(M = 5.3,5SD = 1.4), and the stylus felt more natural. Others
preferred the finger cap since it provided better control over
the ctvhiie On the oother hand narticinante neeferred the in.

challenges and design considerations for a
system to provide access to dy namic
touchscreen interfaces in the real world.

Then through a user study with 14 blind
participants, we showed that the
conversational agent, the iOS application,
and the 3D-printed accessories collectively
helped blind users access otherwise
inaccessible dynamic touchscreen devices
effectively.
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increasing trend in the baseline approach (Figure 8). Next in
user evaluation, we further demonstrate how the generated
state diagrams power interactive applications to assist blind
users access existing dynamic touchscreen devices.
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of StateLen
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In order to enable repeated testing without wasting coffee, we
built a simulated interactive prototype of the coffee machine
in Figure 4 with InVision [23], which we displayed on an
iPad tablet of similar size as the coffee machine's interface
(iPad Pro 3rd generation, 11-inch, running iOS 12.2 without

VoiceOver enabled). The u)n\cr\.m(mnl agent and the i0S
1 ) ks TatS )
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with VoiceOver enabled. The finger cap nnd the conductive
stylus in Figure 3 were fabricated and used. We recruited 14
visually impaired users (9 female, 5 male, age 34-85). The
demographics of our participants are shown in Table 3.

Procedure

Following a brief introduction of the study and demographic
questions, participants first completed tasks using the 3D-
printed accessories. For each of the three screen placements (in
the order of 90° vertical at chest-level, 45° tilted at chest-level,
and 0° flat on the table), participants completed five trials using
both the finger cap and the conductive stylus. The order of
accessories was counterbalanced for all participants. For each
trial, participants were first instructed to explore by placing
the accecenry on the tounchecreen and move accordine to the
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Then through a user study with 14 blind
participants, we showed that the
conversational agent, the iOS application,
and the 3D-printed accessories collectively
helped blind users access otherwise
inaccessible dynamic touchscreen devices
effectively.

Exploration and Activatior e “~@ssories

All participants except & ‘ag the 3D-
printed accessories. ’ 6 / able to
hover his finger abe %/ 'um
self. The aggregated . /

the conductive stylus to e. 6
sulted in fewer accidental tr ls
compared to using the finger ca, 6

On the other hand, the average atten., Q/t

(M = 2.48, 5D = 1.07) was more lhun N &
finger cap (M = 1.90,SD = 1.01). This is I /
conductive material is less sensitive compared to

Yo

“averse Engineering User Interfaces

oy

In general, participants found both accessories to by //§ /ec
fortable to use (M = 5.9,5D = 1.1) and highly useful (»m 6

6.4,5D = 0.8). However, there were differences across the
various screen placements. Participants slightly preferred us-
ing the stylus to explore and activate touchscreens in the 90°
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detection as the number of states to the
trend in the baseline approach.

Number of states

increasing trend in the baseline approach (Figure 8). Next in
user evaluation, we further demonstrate how the generated
state diagrams power interactive applications to assist blind
users access existing dynamic touchscreen devices.

USER EVALUATION
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iPad tablet of similar size as the coffee machine's interface
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<ated accessories to perform the tasks following
* ~dback of the iOS application. These realis-
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time were re.

After cach step of the
and subjective feedback .
ended the study with a semi-stru..,
the participant’s comments and suggesu..
system. The study took about two hours and pa.
cach compensated for $50. The whole study was v..
audio recorded for further analysis.

r
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In order to enable repeated testing without wasting coffee, we All participants except . ‘ag the 3D-
built a simulated interactive prototype of the coffee machine printed MCCS\;)TIC\ y ’ uhlé o
in Figure 4 with InVision [23], which we displayed on an hover his Iin;-cr abse 6 @6 wim-
°
e ..%

(iPad Pro 3rd generation, 11-inch, running iOS 12.2 without

VoiceOver enabled). The conversational agent and the i10S
1 Nad ks s H TatS )

with VoiceOver enabled. The finger cap and the conductive
stylus in Figure 3 were fabricated and used. We recruited 14
visually impaired users (9 female, 5 male, age 34-85). The
demographics of our participants are shown in Table 3.

Procedure

Following a brief introduction of the study and demographic
questions, participants first completed tasks using the 3D-
printed accessories. For each of the three screen placements (in
the order of 90° vertical at chest-level, 45° tilted at chest-level,
and 0° flat on the table), participants completed five trials using
both the finger cap and the conductive stylus. The order of
accessories was counterbalanced for all participants. For each
trial, participants were first instructed to explore by placing
the accecenry on the tounchecreen and move accordine to the

self. The aggregated .
the conductive stylus to e.

sulted in fewer accidental tr
compared to using the finger ca,
On the other hand, the average atten.,

O, %

@66 &
(M = 2.48,5D = 1.07) was more than /.&u
finger cap (M = 1.90,8SD = 1.01). This is

conductive material is less sensitive compared to

lon

In general, participants found both accessories to by
fortable to use (M = 5.9,SD = 1.1) and highly useful (»

6.4,5D = 0.8). However, there were differences across the
various screen placements. Participants slightly preferred us-
ing the stylus to explore and activate touchscreens in the 90°
screen placement (54% vs. 46%), since holding the hand in the
upright position using the finger cap was not as comfortable
(M = 5.3,5SD = 1.4), and the stylus felt more natural. Others
preferred the finger cap since it provided better control over
the ctvhiie On the oother hand narticinante neeferred the in.
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activate touch at a desired position.

In a formative study, we first identied ke
challenges and design considerations for a
system to provide access to dy namic
touchscreen interfaces in the real world.

Then through a user study witr
participants, we showed that
conversational agent, the iOS aj.
and the 3D-printed accessories co,
helped blind users access otherwise
inaccessible dynamic touchscreen devi.es
effectively.
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