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Some pitfalls
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AI for climate & nature vs. other AI
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ChatGPT: Trained on 570 GB of text (~300 billion words)

DALL-E: Trained on 5.8 billion image-text pairs

Nature-based data: Inherently has a “long 
tail”; we’re often dealing with the unknown



Data Deficient
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IUCN: 6,702 species are Data Deficient



“Data Deficient” may also signal greatest need
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ML predictions: % of species threatened with extinction

Marine

Non-marine
Borgelt et al. Nature Communications Biology 2022. More than half of data deficient species predicted to be threatened by extinction

Adding Data Deficient species changes priorities
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Biases in data
1. and 2. Data is disproportionally 
from wealthy countries (and areas)

3. Fewer observations during times of conflict
4. Historical racial discrimination can still be 
seen in data
5. Data publication impacted by colonial rule

Chapman, ... Xu, Boettiger. 
Nature 2024 (Policy Forum). 
Biodiversity monitoring for a 
just planetary future



Beyond bias: discrimination
Covert racism in LLMs
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Hofmann et al.  Nature 2024. AI generates covertly racist decisions about people based on their dialect

Standardized 
American 

English

African 
American 

English



Some opportunities
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Participatory design with AI systems
LLMs for democratic representation
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Fish et al. EC 2022. Generative Social Choice

Use LLMs to generate representative statements 
based on free-form input

Helps address unforeseen alternatives 
and effectively extrapolates preferences



OpenAI democratic inputs to AI grant
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https://openai.com/index/democratic-inputs-to-ai-grant-program-update/

Other funded projects

Inclusive.AI: Engaging Underserved Populations in Democratic Decision-Making on AI

Ubuntu-AI: A Platform for Equitable and Inclusive Model Training

vTaiwan and Chatham House: Bridging the Recursive Public

Making AI Transparent and Accountable by Rappler



Other forms of AI
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Photos from Wikimedia Commons
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  Monitoring

  Planning

  Impact evaluation

What is the population of the Florida panther?

Is the population going up or down?

Do community-managed areas reduce whale collisions?

Which lands maximize protection for red wolves?

What if we’re budget-constrained?

  Causal inference    Economics  

  Optimization    Reinforcement learning    Game theory  

  Computer vision    Active learning  



AI is an overloaded term
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Predictive learning

Generative modeling Reasoning & uncertainty

  Causal inference  

  Economics  

  Optimization  

  Reinforcement learning  

  Game theory    Computer vision  

  Active learning  

  GenAI / LLMs  

Not traditional “AI”
but still closely connected with AI

Planning

  Uncertainty quantification  

  Multi-agent reasoning  

some media & VCs nowadays 
equate AI = generative AI

* Machine learning (learning from data) 
is foundational to many of these

  Robotics  

  Statistics  



Beyond LLMs: opportunities for AI
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  Causal inference    Market design    Reinforcement learning  

Zheng et al. (2022).  
Science Advances

RL to evaluate in simulation 
different tax policies, learning 
dynamic policies that optimize 

equity & productivity

Ratledge et al. (2022). 
Nature

Use combinatorial auctions 
to design contracts with 

farmers in the UK to provide 
turtle dove habitats

Article in The Economist. (2021). 

Photo from Animalia

Show that electricity access 
causes increase in household 

wealth in Uganda.

https://www.science.org/doi/10.1126/sciadv.abk2607
https://www.science.org/doi/10.1126/sciadv.abk2607
https://www.aeaweb.org/articles?id=10.1257/aer.20230016&from=f
https://www.aeaweb.org/articles?id=10.1257/aer.20230016&from=f
http://www.paulklemperer.org/Doves.pdf
https://animalia.bio/index.php/european-turtle-dove


Pitfalls and opportunities
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Opportunities 

• Help synthesize & make available 
qualitative data 
• Local & Indigenous knowledge are less likely to be 

quantitative 

• LLMs can help solicit public responses 
• Surface under-appreciated concerns 

• “Older” forms of AI are underutilized: RL 
for policy evaluation, ML + causal 
inference, optimization & planning

Pitfalls 

• Risk of further entrenching existing 
discrepancies & injustices  

• May overly center on English sources & 
discriminate against vernacular 
• Keep things fact based and avoid subjective judgement? 

• We don’t know what we don’t know; risk 
of confidence in the face of uncertainty 

• Unsupervised ML (e.g., LLMs, clustering, 
…) is more vulnerable to tyranny of the 
majority  Thank you!      Lily Xu 

lily_xu@g.harvard.edu


