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Need to work with massive data volumes 

Kong	et	al.	(2018)	
A	single	DAS	experiment	
can	generate	this	much	
data	in	a	few	months.	

How	are	we	going	to	
process	this	data?	
	
Can	we	move	this	much	
data	around?		Should	we	
even	try?	



Dark (Legacy) Data 

Analog	data	
from	1889	

Digital	data	
standard	by	
the	80s		

~100		
years	

~33	
years	



Time	increases	left	to	right	(time	code	is	
at	top)	and	each	line	is	a	channel	
	
Lines	overlap	when	things	get	
interesting	–	the	bigger	the	earthquake	
the	greater	the	overlap	(and	the	fainter	
the	trace).	
	
Difficult	to	disentangle	traces	to	get	
time	series	that	we	can	analyze	by	
standard	methods.	

Work	with	the	Image		
(avoid	vectorization)	

Wang	et	al.	(2018)	



Revisiting	the	Rangely	Earthquake	Control	Experiment	

Wang	et	al.	(2018)	



How to diffuse AI through the geosciences? 

Lapusta	et	al.	(2019)	



Seismology à Earthquake Science 

 - Network seismology 
 - LiDAR topography 
 - GNSS and InSAR 
 - Simulation/Modeling 
 - Exploring relationships (e.g., forecasting) 



How to choose the right approach? 



PageRank for Earthquakes: cluster similar waveforms to 
extract LFEs from tremor (Aguiar and Beroza, 2014) 

FAST:  Data mining for repeating signals without templates 
(Yoon et al., 2015) 

CRED:  Deep learning for earthquake detection  
(Mousavi et al., 2019) 

DeepDenoiser:  Deep learning for denoising  
(Zhu et al., 2019) 

PhaseNet:  Machine learning for phase picking  
(Zhu et al., 2019) 

Deep Autoencoder: Deep learning to discriminate 
earthquake types with few data. (Mousavi et al., 2019) 

Unsupervised:	
exploits	similarity	
in	unlabeled	data	

Supervised:	learns	
from	labeled	data	

Self-supervised:	reduces	
dimensionality	



DeepDenoiser learns signal and noise 

Zhu et al. (2019) 



Clean	Signal	

Noise	

Sum	

Recovered	Signal	

Recovered	Noise	

Signal – Noise Separation 

Zhu et al. (2019) 



Some potential applications 
Conventional	Seismic	Monitoring	
Other	Analysis	(e.g.	receiver	functions)	
Urban	Seismic	Monitoring	

	-	MeSONet	(Tokyo)	
	-	Nodal	Array	data	(Long	Beach)	
	-	DAS	

Seafloor	Seismic	Monitoring	
	-	OBS	
	-	S-Net	(Japan)	
	-	DAS	

Volcano	Monitoring	
Also	useful	for	“de-signaling”	



P	 S	

PhaseNet 

Standard Approach 

Compared with reviewed picks – taken as correct Zhu	and	Beroza	(2019)	



What is ground truth? 



Zhu	and	Beroza	(2019)	

Ground truth?  Analyst-reviewed picks have errors 

Example	of	bad	P	pick	



Zhu	and	Beroza	(2019)	

Example	of	bad	S	pick	

Ground truth?  Analyst-reviewed picks have errors 



Test of PhaseNet on data from Apennines 

Test	cluster	
	
PhaseNet:	52,882	picks	
STA/LTA	+	AIC:	26,306	picks	
	
Larger	residuals,	but	more	picks		
(S	waves)	=	better	locations	
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FAST Detection  Pipeline 
Data	

Feature	Extraction	

Efficient	Similarity	
Search	

Post-processing	

Detection	Results	

Feature	Extraction	

Preprocessing	

Continuous	waveform	data	

Binary	
Fingerprint	Waveform	

Coefficient	Adjustment		
and	Selection	

Wavelet	
Transform	

Spectral	
Image	
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Yoon et al. 
(2017) 



Yoon et al. 
(2017) 



Generalization? 



Similarity Search for Earthquakes 
Informed Search: Template matching or subspace projection of 
known event waveforms. 
 
Uninformed Search: Discovery of templates through naïve 
correlation, Pagerank clustering, or approximate search by LSH. 
 
Generalized Similarity Search: Generalization of strict similarity 
search to more permissive similarity in waveform characteristics 
using machine learning.  



ML–based	catalog		

PhaseNet	trained	on	
NCSN	data	only	–	
generalizes	well	

~90,000	events	

Event	triggering	
	-	hydraulic	stimulation	
	-	deep	disposal	wells	

Park et al. (2019) 



Park et al. (2019) 



Park et al. (2019) 



Park et al. (2019) 



Well	1	Well	5	Well	2	

Park et al. (2019) 



Well	1	Well	5	Well	2	

Park et al. (2019) 



Well	1	Well	5	Well	2	

Park et al. (2019) 



Well	1	Well	5	Well	2	

Park et al. (2019) 



How to quantify uncertainty? 





Data sets and data challenges 



Curated Data Sets/Benchmarks 
1.2	M	seismograms.						500k	earthquakes.	 STanford Earthquake Dataset (STEAD) 

Mousavi et al. (2019) 



2,650	seismometers.	Local	distances	

STEAD 

Mousavi et al. (2019) Signals	and	noise									Extensive	QC									Additional	Labels	



Published	in	IEEE	Access	

Data-science-friendly	data	format	

Seismology	101		

Get	data	scientists	interested	in	our	problems	



SeismOlympics:  Phase picking for 2008 Wenchuan aftershocks 

Fang et al. (2017) 

1100+ teams (4000 participants) 
 
$50,000 in prize money 
 
Ground truth based on CEA 
analysts 









Recommendations 
Accelerate	progress	and	expand	
applications	across	geosciences	

Keep	up	with	state-of-the-art	and	
recruit	data	scientists	to	work	on	
our	problems	

Promote	best	practices	and	
understand	limitations	

Use	domain	knowledge	in	
problem	solving.	

Bergen	et	al.	(2019)	


