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My Perspective

• High volume cancer centre

• Rich, deep data on cancer 
patients: genomics, imaging, 
etc.

• Single institution closed data; 
difficult to share

• Coordinates and centralizes 
cancer trials across Canada

• Partners with EORTC and 
NCI

• Clinical trial specimen and 
data are centralized

• Data science platform for 
research

• Population-level data in a 
single-payer health system

• Admin data (billing, lab, etc)

• 14 million Ontarians

• Data platform for research

• Cloud-based repository of 
publicly available cancer 
imaging data

• Analysis and exploration tools 
and resources

• Imaging and clinical data



Adapted from: C. Moskowitz, M. Welch, B. 
Kurland, A. L. Simpson, Considerations in the 
design, conduct, and reporting of radiomic 
analyses, Radiology, 2022

Imaging AI Models
Promising results
Predictive and prognostic biomarkers
Quantitative and non-invasive
Inexpensive (standard of care imaging)

Imaging AI models have the potential to 
transform care.

Images are data

Very few imaging signatures 
have been clinically adopted.

There are common sources of 
bias in imaging AI studies.

We suggest ways to address 
these. 

Bias and pitfalls 

Study design
Incorporation bias
Verification bias
Spectrum bias

Model evaluation
Optimistic performance bias
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Imaging data acquisition
Scanner & segmentation variability
Image analysis variability
Operator & software variability



Sources of Statistical Bias and Variability

C. Moskowitz, M. Welch, B. Kurland, A. L. Simpson, Considerations in the design, conduct, and reporting of radiomic analyses, Radiology, 2022



Sources of Statistical Bias & Variability - Study Design

Incorporation bias: The outcome uses information from the predictors
• Predicting response from CT images where response = diameter change

• Gold standard response is pathology (requires biopsy)
• Bronze standard is radiology (best we can do despite weaknesses)

Example from my lab: M. Piliposyan et al., SPIE Medical Imaging 2025.

Pre treatment Post treatment

Predicted = Diameter Change (RECIST)



Verification bias: Analysis only includes cases where the outcome is 
ascertained, which is a non-representative subset of the 
population of interest

• Example: Only including patients with biopsies where the decision 
to biopsy is determined based on imaging

• Risks underestimating the number of false negatives and thus may 
overestimate the sensitivity of a new test

Sources of Statistical Bias & Variability - Study Design



Spectrum bias: Study data are not fully representative of the population 
of interest

• The performance of a diagnostic test may vary in different clinical 
settings because each setting has a different mix of patients

• Example: Model developed using only extreme cases (e.g. very sick 
and/or very healthy individuals)

• Occurs when assays are expensive

• ML papers that formulate harder problems as classification problems 
(survival, regression, etc)

Sources of Statistical Bias & Variability - Study Design



Sampling bias: Bias in which a sample is collected in such a way that some 
members of the intended population have a lower or higher sampling probability 
than others

• Example: Only autopsy samples are included in a genomics study on 
aggressive cancers -> can be ok, but need to carefully state claims

• Patients underrepresented in data or with fewer data points 

Sources of Statistical Bias & Variability - Study Design



Device variability: Device manufacturer, model, and/or calibration 
differences influence appearance

• Example: CT images collected with 
different protocols and dose reduction
strategies

Institution #1
June 19

Institution #2
June 29

2.5 mm 5 mm

0% ASiR (FBP) 60% ASiR

Sources of Statistical Bias & Variability - Acquisition



Do et al., RSNA 2024 and Virani-Wall et al. SPIE Medical Imaging 2025.

“Espresso Break” Reproducibility Study for Liver 
Parenchyma and Tumour Radiomics 



• Contrast fluid is administered to patients prior to scan
• Liver attenuation is dynamic with respect to time

Portal Venous 
Phase

Do et al., RSNA 2024 and Virani-Wall et al. SPIE Medical Imaging 2025.

“Espresso Break” Reproducibility Study for Liver 
Parenchyma and Tumour Radiomics 



Sources of Statistical Bias & Variability – Data Acquisition

Data collection variability: Correction factors
• Example: Race-specific estimations of kidney function (EGFR)
• Fewer Black patients eligible for kidney transplant

What about the legacy data?



Data collection variability: Race correction factors

Sources of Statistical Bias & Variability – Data Acquisition



Data collection variability: Racial categories are incorrect

Sources of Statistical Bias & Variability – Data Acquisition



Analysis variability: Variability that arises when different filters, 
thresholding, etc. give different results

• Example: Image features vary based on the discretization method 
(i.e. fixed bin width or fixed number of bins)

• Advice: Make sure your methods state how the acquisition and pre-
processing is performed so others can replicate

Sources of Statistical Bias & Variability – Preprocessing



Operator variability: Manual or semi-automated measurements differ 
based on human factors

• Example: Variability in image segmentation; this variability is 
also influenced by the disease site and existing clinical contour 
guidelines

Sources of Statistical Bias & Variability – Preprocessing



Bias due to overfitting: Model captures spurious associations in 
the training data, in addition to associations that would be replicated in 
similar datasets

Source: https://medium.com/analytics-vidhya/underfitting-vs-overfitting-vs-best-fitting-in-machine-learning-91bbabf576a5

Sources of Statistical Bias & Variability - Statistical Analysis

https://medium.com/analytics-vidhya/underfitting-vs-overfitting-vs-best-fitting-in-machine-learning-91bbabf576a5


Extract Tumor Randomize 
Outcome

CLASSIFIER
AUC = 0.5

Build Prediction 
Model

Data Overfitting in Practice



We Can Predict Anything!
Chakraborty, Jayasree, et al. “Use of Response Permutation to 
Measure an Imaging Dataset’s Susceptibility to Overfitting by 
Selected Standard Analysis Pipelines.” Academic Radiology 31 
(9): 3590–96, 2024



Sources of Statistical Bias & Variability

Statistical Analysis
• Optimistic performance bias: Evaluating the algorithm on the same data 

used to build or optimize the algorithm
• Example: A model is developed to optimize performance 

in the training data. Model performance is assessed using both 
training the training and validation data.

• Example: Feature selection performed on the full data set.



Data are incorrect and biased.

We already know a lot about statistical bias.

There is risk in doing nothing.



Decolonized AI Ethics
• AI bias supplement from NIH
• Digital Twin Podcast: 

https://www.queensu.ca/health-
innovation/digital-cancer-twin-
project/

• The Responsible Use of AI 
Podcast: 
https://podcast.cfrc.ca/podcasts
/the-responsible-use-of-ai-
podcast/

• Race correction + AI, 
indigenous data sovereignty
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The Province of Ontario
13.2 million people
14 Regional Cancer Centres
151 Hospitals

Body Level One
• Body Level Two

– Body Level Three
– Body Level Four

• Body Level Five

Slide courtesy of Dr. Alice Wei, UHN

Single payer insurance -> OHIP
Hospital -> not for profit private corporations



Silofication of Canada’s Health Data



Our Lab
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How are the algorithms programming us?




	Addressing Bias in AI-Driven Medical Imaging: Pitfalls and Best Practices 

Amber Simpson, PhD
Canada Research Chair in Biomedical Computing and Informatics
Associate Professor, DBMS/School of Computing
Director, Centre for Health Innovation
Senior Investigator, Canadian Cancer Trials Group

Affiliate Member, Vector Institute for AI

amber.simpson@queensu.ca
simpsonlab.org
@profsimsim
�
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Slide Number 27
	Slide Number 28
	Slide Number 29

