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AI can be applied throughout the workflow

AI/ML is being used widely throughout the entire 
patient journey
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Deep Learning in Radiological Imaging
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AI is being used extensively in image reconstruction
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AI is being used extensively in image reconstruction
Example products
• TrueFidelity
• AiCE
• Precise Image 
• PixelShine
• ClariCT.AI
• Air Recon DL
• Subte

Koetzier LR. Published Online: January 31, 2023

https://doi.org/10.1148/radiol.221257

https://doi.org/10.1148/radiol.221257
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Segmentation (delineation of object boundary) is often 
used in oncology and radiation oncology
Quantifying tumor burden at a single time point and longitudinally

Contouring of tumors and organs at risk is key in radiation therapy planning
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Radiation Oncology Research: Contouring Variability
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Adrenal gland segmentation

5 expert radiologists vs. 
automatic model

Inter-reader dice score coefficient 
(DSC) was not statistically 
significant from model-reader 
DSC (p = 0.35)



Automatic Segmentation



Automatic segmentation and tracking of brain metastases

Manual Automatic



Response Assessment
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Volume vs AutoRANO-BM
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Number of Mets: 1
Volume: 1730mm3

RANO-BM: 21.6mm

Number of Mets: 2
Volume: 1750mm3

RANO-BM: 16.8mm

Number of Mets: 15
Volume: 1700mm3

RANO-BM: 0.0mm

Number of Mets: 7
Volume: 1720mm3

RANO-BM: 39.4mm
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Opportunistic Screening



Applications of Generative AI in Medical Imaging

Kazeminia et al, Artificial Intelligence In Medicine 2020
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It is becoming really easy to create an AI algorithm 
today!

AI Algorithm

AutoML

Annotations

Data

AI algorithm
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AI Algorithm Development Funnel

Internal test

External test

Regulatory 
approval

Deployment

CM



Challenges in AI model development/deployment
Generalizability– models are brittle and do not generalize across scanners, populations, 
disease presentation
Shortcut learning
Model predictions may not be repeatable!
Calibration- commonly used approaches for binary models can lead to poorly calibrated 
models 
Silent failures – models may fail without indication (”confidently wrong”)
Overfitting – reported model performance can be over-optimistic
Explainability/interpretability
Models can be biased (in hard to detect ways)
Incorrect metrics 
Incorrect ground truth
Inadequate Testing and Validation in the field





FUTURE-AI: international consensus guideline for trustworthy
and deployable artificial intelligence in healthcare

https://future-ai.eu/
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Checklist before model deployment
 What is repeatability (test-retest performance) of the model? 
 What is the reproducibility/ portability performance?
 Does the system have an “out of distribution” detector?
 How well is the model calibrated?
 How often does the model make grave errors? Is the model confidently 
 wrong?
 Is image quality assessed?
 Does the image contain enough information to make a prediction?
 Can the model be adapted locally?
 What is the continuous monitoring plan?



FDA Perspective is worth considering
Preparing for the Unknowns of Large Language Models and Generative AI
Applications of generative AI, such as large language models (LLMs), present a 

unique challenge because of the potential for unforeseen, emergent 
consequences; the FDA is yet to authorize an LLM. 

Even “AI scribes” meant to summarize medical notes can hallucinate or include 
diagnoses not discussed in the visit. 

Because we cannot unduly burden individual clinicians with such oversight, there 
is a need for specialized tools that enable better assessment of LLMs in the 
contexts and settings in which they will be used. 



FDA Perspective is worth considering
The Central Importance of AI Life Cycle Management
“Given the capacity for “unlocked” models to evolve and AI’s sensitivity to 

contextual changes, it is becoming increasingly evident that AI performance 
should be monitored in the environment in which it is being used.”

”health systems will need to provide an information ecosystem much like that 
monitoring a patient in the intensive care unit. 

Finding the Balance Between Big Tech, Start-Ups, and Academia

The Tension Between Using AI to Optimize Financial Returns vs Improving Health 
Outcomes

“the relationship between optimizing finances and improving health outcomes for 
patients and communities is complex and at times at odds”



The Future of AI: 
Unlocking 
Possibilities



THANK YOU



“Brittleness” of machine learning models

Deep learning models do not generalize well
 Only 6% of published AI studies have external validation (Kim 

et al., KJR, 2019)

Data heterogeneity can lead to poor model performance on external 
datasets. 
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A B C

Distribution differences
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Impact of acquisition heterogeneity persists through the 
network 

UMap of penultimate layer features shows distinct clusters by scanner type
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“Portability challenges” in cervical cancer 
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Slide: KananDesai/Mark Schiffman



DL Model predictions are not repeatable!

Little published literature on model repeatability/reproducibility
Many models are not repeatable when tested!.

A replicate set of images yield different results (lack of repeatability)

Lemay et al, NPJ Digital Med, 2022Desai K et al. IJC 2021; 
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Challenge: A replicate set of images from a woman during same examination 
with same device, yielded different results (lack of repeatability)

Desai K et al. IJC 2021; 

Problem 2: Test-retest repeatability can be an issue

This issue was seen soon after the initial publication



• https://pair.withgoogle.com/explorables/uncertainty-ood/
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Solution 2: Monte Carlo approaches may improve 
repeatability

Knee osteoarthritis 
(xray)

Cervical cancer (photos)

Lemay et al, NPJ Digital Med, 2022



Metrics, ground truth

Accuracy is often used in ML publications but not a useful metrics 
especially in low prevalence settings

AUROC is often the metric of choice but does not capture the 
distribution of scores well

Technical metrics don’t often translate to clinical utility



Ground truth
Ground truth can be murky
Human derived ground truth case be highly variable (and wrong)

Lycke et al, Journal of Lower Genital Tract Disease 2024
Campbell et al, Ophthalmology 2016;123:2338-44.
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Models don’t inherently say “I don’t know” and may fail 
silently

Deep learning approaches (typically) do not provide measures of [segmentation] uncertainty

Example histogram of dice scores for segmentation shows long tail of low-quality segmentations 



Generate continuous output variables instead of binary 
values, incorporate uncertainty, calibrate models



Overfitting is a common problem in the literature

The literature is rife with over-optimistic reported performance, 
primarily due to a lack of statistical rigor.

Gidwani et al, Radiology, 2022 



Bias and Fairness
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Challenges in real life deployment

• Low image quality in practice (AI was trained in high quality)
• Poor internet slowed workflow
• …
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Checklist before model deployment
 What is repeatability (test-retest performance) of the model? 
 What is the reproducibility/ portability performance?
 Does the system have an “out of distribution” detector?
 How well is the model calibrated?
 How often does the model make grave errors? Is the model confidently 
 wrong?
 Is image quality assessed?
 Does the image contain enough information to make a prediction?
 Can the model be adapted locally?
 What is the continuous monitoring plan?
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(Hard) Lessons Learned 

 Continuous monitoring is imperative (how?)
 External validation (needed? Or hyperoptimze locally?)
 Continuous scores might be preferable to binary (or ordinal) where the 
 disease lies on a severity spectrum
 Many commonly used explainability methods have issues – need 
 rigorous evaluation
 Need to evaluate model repeatability
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Conclusion

AI is here to stay (IMO) and impact all aspects of clinical care

There is tremendous potential, but we need to be vigilant before, 
during and after implementation

Implementing trustworthy AI is  team science



Does AI have super-human capabilities?

Predicting risk of breast cancer at one to 
five years from the mammogram.



Superhuman + risk of bias + not transparent –> need 
for continued vigilance?
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