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FIG. 6. Time-domain data (sampled at 2048 Hz) and reconstructed waveforms of GW150914, whitened by the noise power spectral
density (in contrast to band-pass and notch filtered as in Figure 1 of [1]), for the H1 (top) and L1 (bottom) detectors. Times are shown
relative to September 14, 2015 at 09:50:45 UTC. The ordinate axes are in units of noise standard deviations from zero, i.e. the peak
is a ⇠4-� excursion relative to the instrument noise at that time, and a renormalization that maintains strain amplitude at 200 Hz. The
waveforms are plotted as bands representing the uncertainty in the reconstruction. Shaded regions correspond to the 90% credible
regions for the reconstructed waveforms. The broadest (dark blue) shaded region is recovered using the model that does not assume a
particular waveform morphology, instead using a linear combination of sine–Gaussian wavelets. The lighter, narrower shaded region
(cyan) is the result from the modeled analyses using IMRPhenom and EOBNR template waveforms. The thin grey lines are the data.
The agreement between the reconstructed waveforms using the two models is found to be 94+2
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NR waveforms [48, 53, 117].972

For signals that describe precessing binaries, but with973

orbital angular momentum orientation consistent with the974

most likely geometry inferred for GW150914, i.e. orbital975

angular momentum close to aligned or antialigned with the976

line of sight, we find again that the PDFs are consistent977

across the models and with the true values of the parame-978

ters used for the numerical simulation. For the same phys-979

ical parameters, but a total angular momentum orientated980

to give the largest amount of signal modulations at the in-981

strument output, i.e. J approximately perpendicular to the982

line of sight, the results using the EOBNR and IMRPhe-983

nom models do differ from each other. They yield biased984

and statistically inconsistent PDFs, depending on the spe-985

cific NR configuration used as the mock signal. This is986

partly due to the fact that not all physical effects are cap-987

tured by the models (as in the case of the non-precessing988

EOBNR model) and partly due to systematic inaccuracies989

of the models. The true values of these parameter also lay990

outside the 90% credible interval in more than 10% of the991

cases. However, we stress that this is not the configuration992

we find for GW150914.993

The outcome of these studies suggests that for994

GW150914, the results reported here are not appreciably995

affected by additional waveform systematics beyond those996

quantified in Table I. A detailed analysis will be presented997

in a forthcoming paper. In addition, we are currently carry-998

ing out an analysis using generalized, precesing EOBNR999

waveforms [48], which depend on the the full 15 inde-1000

pendent parameters of a coalescing binary in circular or-1001

bit. Preliminary investigations give results that are broadly1002

consistent with those presented here based on the precess-1003

ing IMRPhenom model, and full details will be reported in1004

the future.1005

Throughout this work we have considered a model for1006

the binary evolution in the LIGO sensitivity band that as-1007

sumes a circular orbit. The posterior waveforms according1008

to this model are consistent with minimal-assumption re-1009

constructed waveforms, which make no assumption about1010

eccentricity. Preliminary investigations suggest that eccen-1011

tricities of e <⇠ 0.1 at 10 Hz would not introduce mea-1012

surable deviations from a circular-orbit signal; however,1013

even larger eccentricities may have negligible effects on1014

the recovered source parameters. At this time, the lack of a1015

model that consistently accounts for the presence of spins1016

and eccentricity throughout the full coalescence prevents1017

us from placing more stringent constraints. We plan to re-1018

port improved limits in the future.1019
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1970s
Early work on gravitational-wave detection by laser 
interferometers, including a 1972 MIT study describing a 
kilometer-scale interferometer and estimates of its noise 
sources.

The National Science Foundation (NSF) funds a new 
group at Caltech for laser interferometer research and a 
prototype interferometer.  It funds MIT to complete its 
prototype and design and lead industry study of 
technology, costs and sites for a kilometer-scale 
interferometer. 

1979

1983

Physics Decadal Survey and special NSF Panel on 
Gravitational Wave Interferometers endorse LIGO.

MIT and Caltech jointly present results of the 
kilometer-scale interferometer study to NSF. Receive 
NSF committee endorsement on new large programs 
in physics. 

The National Science Board (NSB) approves LIGO 
construction proposal, which envisions initial 
interferometers followed by advanced interferometers.

LIGO founded as a Caltech/MIT project.  National 
Science Board approves LIGO development plan.

1984

1990

1986

NSF selects LIGO sites in Hanford, Washington, and 
Livingston, Louisiana. NSF and Caltech sign LIGO 
Cooperative Agreement.

Site construction begins at Hanford and Livingston 
locations.

1994-95

1992

1997
The LIGO Scientific Collaboration (LSC) is established 
and expands LIGO  beyond Caltech and MIT, 
including the British/German GEO collaboration, 
which operates the GEO600 interferometer in 
Hannover, Germany.

First coincident operation of initial LIGO interferometers 
with GEO600 interferometer.

2002

2004

Joint data analysis agreement ratified between LIGO 
and the Virgo Collaboration, which operates the Virgo 
interferometer in Cascina, Italy. Joint observations 
with enhanced initial LIGO interferometer and Virgo.

NSB approves Advanced LIGO.

Start of Advanced LIGO construction.

Initial LIGO design sensitivity achieved. First 
gravitational wave search at design sensitivity.

2006

2008

2007

Initial LIGO operations conclude; Advanced LIGO 
installation begins.

Advanced LIGO installation and testing.

2011-14

2010

Advanced LIGO installation complete. 

Advanced LIGO sensitivity surpasses initial LIGO.

2014-15

2014

During an engineering test a few days before the first 
official search begins, Advanced LIGO detects strong 
gravitational waves from collision of two black holes.

9/2015

Image credit: Werner Benger/ Max Planck Institute for Gravitational Physics 

LIGO Timeline



  

LIGO Scientific Collaboration



LIGO Team

 Astrophysics of LIGO sources
  computational modeling of compact object binaries 
  predictions for LIGO observations
  interpretation of observed systems

 LIGO data analysis
  advanced method development
  data characterization
  source parameter estimation
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Washington

Louisiana

Two LIGO detectors

Initial LIGO

2001 - 2006

2006 - 2010
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Advanced LIGO
Key Detector Upgrades

2/10/16, 10:53 PMO1_S6_PSDs.png 1,000×700 pixels

Page 1 of 1https://wiki.ligo.org/pub/EPO/Images/O1_S6_PSDs.png

•  Increased Laser Power
•  Bigger Mirror Masses
•  Better Mirror Coatings
•  Improved Seismic Isolation
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S/N ~ 20 

peak strain: 
1e-21
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FIG. 6. Time-domain data (sampled at 2048 Hz) and reconstructed waveforms of GW150914, whitened by the noise power spectral
density (in contrast to band-pass and notch filtered as in Figure 1 of [1]), for the H1 (top) and L1 (bottom) detectors. Times are shown
relative to September 14, 2015 at 09:50:45 UTC. The ordinate axes are in units of noise standard deviations from zero, i.e. the peak
is a ⇠4-� excursion relative to the instrument noise at that time, and a renormalization that maintains strain amplitude at 200 Hz. The
waveforms are plotted as bands representing the uncertainty in the reconstruction. Shaded regions correspond to the 90% credible
regions for the reconstructed waveforms. The broadest (dark blue) shaded region is recovered using the model that does not assume a
particular waveform morphology, instead using a linear combination of sine–Gaussian wavelets. The lighter, narrower shaded region
(cyan) is the result from the modeled analyses using IMRPhenom and EOBNR template waveforms. The thin grey lines are the data.
The agreement between the reconstructed waveforms using the two models is found to be 94+2
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NR waveforms [48, 53, 117].972

For signals that describe precessing binaries, but with973

orbital angular momentum orientation consistent with the974

most likely geometry inferred for GW150914, i.e. orbital975

angular momentum close to aligned or antialigned with the976

line of sight, we find again that the PDFs are consistent977

across the models and with the true values of the parame-978

ters used for the numerical simulation. For the same phys-979

ical parameters, but a total angular momentum orientated980

to give the largest amount of signal modulations at the in-981

strument output, i.e. J approximately perpendicular to the982

line of sight, the results using the EOBNR and IMRPhe-983

nom models do differ from each other. They yield biased984

and statistically inconsistent PDFs, depending on the spe-985

cific NR configuration used as the mock signal. This is986

partly due to the fact that not all physical effects are cap-987

tured by the models (as in the case of the non-precessing988

EOBNR model) and partly due to systematic inaccuracies989

of the models. The true values of these parameter also lay990

outside the 90% credible interval in more than 10% of the991

cases. However, we stress that this is not the configuration992

we find for GW150914.993

The outcome of these studies suggests that for994

GW150914, the results reported here are not appreciably995

affected by additional waveform systematics beyond those996

quantified in Table I. A detailed analysis will be presented997

in a forthcoming paper. In addition, we are currently carry-998

ing out an analysis using generalized, precesing EOBNR999

waveforms [48], which depend on the the full 15 inde-1000

pendent parameters of a coalescing binary in circular or-1001

bit. Preliminary investigations give results that are broadly1002

consistent with those presented here based on the precess-1003

ing IMRPhenom model, and full details will be reported in1004

the future.1005

Throughout this work we have considered a model for1006

the binary evolution in the LIGO sensitivity band that as-1007

sumes a circular orbit. The posterior waveforms according1008

to this model are consistent with minimal-assumption re-1009

constructed waveforms, which make no assumption about1010

eccentricity. Preliminary investigations suggest that eccen-1011

tricities of e <⇠ 0.1 at 10 Hz would not introduce mea-1012

surable deviations from a circular-orbit signal; however,1013

even larger eccentricities may have negligible effects on1014

the recovered source parameters. At this time, the lack of a1015

model that consistently accounts for the presence of spins1016

and eccentricity throughout the full coalescence prevents1017

us from placing more stringent constraints. We plan to re-1018

port improved limits in the future.1019



GW150914 

signal 
and 

source

observed by LIGO L1, H1
       source type          black hole (BH) binary

date 14 Sept 2015
time 09:50:45 UTC

likely distance  0.75 to 1.9 Gly  
230 to 570 Mpc

redshift 0.054 to 0.136

signal-to-noise ratio 24

false alarm prob. less than 1 in 5 million

false alarm rate 1 in 200,000 yr
 Source Masses            M⊙

total mass 65
chirpmass 28

primary BH 32 to 41
secondary BH 25 to 33
remnant BH 62

mass ratio 0.6 to 1
primary  BH spin < 0.7

secondary BH spin < 0.9

remnant BH spin 0.7
signal arrival time 

delay
arrived in L1 7 ms 

before H1
likely sky position      Southern Hemisphere

likely orientation face-on/off
resolved to ~600 sq. deg.

  duration from 30 Hz ~ 200 ms
  # cycles from 30 Hz ~10

peak GW strain 1 x 10-21

peak displacement of 
interferometers arms

±0.002 fm

frequency/wavelength 
at peak GW strain

150 Hz, 2000 km

peak speed of BHs ~ 0.6 c
peak GW luminosity 3.6 x 1056  erg s-1

radiated GW energy 2.5-3.5 M⊙

remnant ringdown freq.      ~ 250 Hz          .

    remnant damping time         ~ 4 ms          .

 remnant size, area 180 km, 3.5 x 105 km2

consistent with 
general relativity?

passes all tests 
performed

graviton mass bound < 1.2 x 10-22 eV

coalescence rate 2 to 400 Gpc-3 yr-1

  online trigger latency ~ 3 min
 # offline analysis pipelines             5

CPU hours consumed ~ 50 million (=20,000 
PCs run for 100 days) 

papers on Feb 11, 2016                13

# researchers ~1000, 80 institutions 
in 15 countries

B A C K G R O U N D  I M A G E S :  T I M E - F R E Q U E N C Y  T R A C E  ( T O P )  A N D  T I M E - S E R I E S  
( B O T T O M )  I N  T H E  T W O  L I G O  D E T E C T O R S ;  S I M U L A T I O N  O F  B L A C K  H O L E  

H O R I Z O N S  ( M I D D L E - T O P ) ,  B E S T  F I T  W A V E F O R M  ( M I D D L E - B O T T O M )

G W 1 5 0 9 1 4 : F A C T S H E E T

first direct detection of  gravitational waves (GW) and first direct observation 
of a black hole binary

Detector noise introduces errors in measurement. Parameters with a range (e.g. distance) are 90% 
credible bounds; fractional error on parameters without a range is less than 10%. Acronyms: L1=LIGO 

Livingston, H1=LIGO Hanford; Gly=giga lightyear=9.46 x 1012 km; Mpc=mega parsec=3.2 million 
lightyear, Gpc=103 Mpc, fm=femtometer=10-15 m, M⊙=1 solar mass=2 x 1030 kg

propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-3

chirp
mass
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and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
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total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
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binary components to 2GM=c2 ≳ 210 km. To reach an
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frequency) the objects must have been very close and very
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frequency would be only ≃350 km apart. A pair of
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enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.
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Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
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difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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GW150914 Papers
Discovery paper
"Observation of Gravitational Waves from a Binary Black Hole Merger"  
before Feb 11 — Published in PRL 116, 061102 (2016)

Companion papers: 
"Astrophysical Implications of the Binary Black-Hole Merger GW150914”
before Feb 11 — Published in ApJL 818, L22 (2016)

"Observing gravitational-wave transient GW150914 with minimal assumptions” 

"GW150914: First results from the search for binary black hole coalescence with 
Advanced LIGO”

"Properties of the binary black hole merger GW150914”

"The Rate of Binary Black Hole Mergers Inferred from Advanced LIGO 
Observations Surrounding GW150914"



GW150914 Papers
Companion papers: 
"Tests of general relativity with GW150914”

"GW150914: Implications for the stochastic gravitational-wave background from 
binary black holes"

"Calibration of the Advanced LIGO detectors for the discovery of the binary 
black-hole merger GW150914"

"Characterization of transient noise in Advanced LIGO relevant to gravitational 
wave signal GW150914"

"High-energy Neutrino follow-up search of Gravitational Wave Event GW150914 
with IceCube and ANTARES"

"GW150914: The Advanced LIGO Detectors in the Era of First Discoveries"

"Localization and broadband follow-up of the gravitational-wave transient 
GW150914"

Data release at LIGO Open Science Center (LOSC)
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LIGO Searches
39 days of LIGO observations: Sep 12 - Oct 20 
16 days of coincident time 

Data searched with 5 independent pipelines: 
•  3 burst pipelines  
•  2 binary-coalescence pipelines  

all give consistent results!!!

• Key analysis method: “time slides” 
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GW150914
Physical Parameter Estimation

Bayesian stochastic sampling of 12D parameter space: 
•  2 different samplers 
•  2 different binary-coalescence waveforms 
•  1 generic “waveform”  

all give consistent results!!!



GW150914: Masses

dr
af

t

12

FIG. 2. Posterior PDFs for the source luminosity distance D
L

and
the binary inclination ✓JN . In the 1-dimensional marginalised
distributions we show the Overall (solid), IMRPhenom (blue) and
EOBNR (red) PDFs; the dashed vertical lines mark the 90% cred-
ible interval for the Overall PDF. The 2-dimensional plot shows
the contours of the 50% and 90% credible regions plotted over a
colour-coded PDF.

FIG. 3. PDFs for the source-frame mass and spin of the rem-
nant BH produced by the coalescence of the binary. In the
1-dimensional marginalised distributions we show the Overall
(solid), IMRPhenom (blue) and EOBNR (red) PDFs; the dashed
vertical lines mark the 90% credible interval for the Overall PDF.
The 2-dimensional plot shows the contours of the 50% and 90%
credible regions plotted over a colour-coded PDF.

mate of the total energy emitted in GWs. GW150914 radi-773

ated a total of 3.0+0.5
�0.5 M�c

2 in GWs, the majority of which774

was at frequencies in LIGO’s sensitive band. The ener-775

getics of a BBH merger can be estimated at the order of776

magnitude level using simple Newtonian arguments. The777

total energy of a binary system at separation r is given by778

E ⇡ (m
1

+ m
2

)c2 � Gm
1

m
2

/(2r). For an equal-mass779

system, and assuming the inspiral phase to end at about780

r ⇡ 5GM/c2, then around 2–3% of the initial total energy781

of the system is emitted as GWs. Only a fully general rela-782

tivistic treatment of the system can accurately describe the783

physical process during the final strong-field phase of the784

coalescence. This indicates that a comparable amount of785

energy is emitted during the merger portion of GW150914,786

leading to ⇡ 5% of the total energy emitted.787

We further infer the peak GW luminosity achieved dur-788

ing the merger phase by applying to the posteriors a sep-789

arate fit to non-precessing NR simulations [94]. The790

source reached a maximum instantaneous GW luminosity791

of 3.6+0.5
�0.4 ⇥ 1056 erg s�1 = 200+30

�20

M�c
2/s. Here, the792

uncertainties include an estimate for the systematic error793

of the fit as obtained by comparison with a separate set794

of precessing NR simulations, in addition to the dominant795

statistical contribution. These values are fully consistent796

with those given in the literature for NR simulations of797

similar binaries [95, 96]. A Newtonian-order description798

provides an order-of-magnitude estimate of the luminos-799

ity that corroborates this result. At this order, the flux is800

F ⇡ c3|ḣ|2/(32⇡G) ⇠ 105 erg s�1 m�2, where we use a801

GW amplitude of |h| ⇡ 10�21 at a frequency of 250 Hz.802

Using the inferred distance leads to an estimated luminos-803

ity of `
GW

⇠ 1056 erg s�1. For comparison, the ultralu-804

minous GRB 110918A reached a peak isotropic-equivalent805

luminosity of (4.7 ± 0.2) ⇥ 1054 erg s�1 [97].806

GW ground-based instruments are all-sky monitors with807

no intrinsic spatial resolution capability for transient sig-808

nals. A network of instruments is needed to reconstruct809

the location of a GW in the sky, via time-of-arrival, and810

amplitude and phase consistency across the network [98].811

The observed time-delay of GW150914 between the Liv-812

ingston and Hanford observatories was 6.9+0.5
�0.4 ms. With813

only the two LIGO instruments in operation, GW150914’s814

source location can only be reconstructed to approximately815

an annulus set to first approximation by this time-delay [99,816

100]. Figure 4 shows the sky map for GW150914: it cor-817

responds to a projected 2-dimensional credible region of818

140 deg2 (50% probability) and 590 deg2 (90% prob-819

ablity). The associated 3-dimensional comoving volume820

probability region is ⇠ 10�2 Gpc�3; for comparison821

the comoving density of Milky Way-like galaxies is ⇠822

107 Gpc�3. This area of the sky was targeted by follow-up823

observations covering radio, optical, near infra-red, X-ray,824

and gamma-ray wavelengths that are discussed in [101];825

searches for coincident neutrinos are discussed in [102].826

Spins are a fundamental property of BHs. Additionally,827

their magnitude and orientation with respect to the orbital828

individual masses

final mass and spin
(from NR fits)

The LVC, PRL, arxiv/1602.03840
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are constrained 
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in-plane spins
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FIG. 2. Posterior PDFs for the source luminosity distance D
L

and
the binary inclination ✓JN . In the 1-dimensional marginalised
distributions we show the Overall (solid), IMRPhenom (blue) and
EOBNR (red) PDFs; the dashed vertical lines mark the 90% cred-
ible interval for the Overall PDF. The 2-dimensional plot shows
the contours of the 50% and 90% credible regions plotted over a
colour-coded PDF.

FIG. 3. PDFs for the source-frame mass and spin of the rem-
nant BH produced by the coalescence of the binary. In the
1-dimensional marginalised distributions we show the Overall
(solid), IMRPhenom (blue) and EOBNR (red) PDFs; the dashed
vertical lines mark the 90% credible interval for the Overall PDF.
The 2-dimensional plot shows the contours of the 50% and 90%
credible regions plotted over a colour-coded PDF.
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Figure 3. The rate at which sensitive time-volume ac-
cumulates with redshift. Curves labeled by component
masses in M� are computed using the approximate pre-
scription described in Section 2.2, assuming sources with
fixed masses in the comoving frame and without spin; the
GW150914 and G197392 curves are determined from the
Monte-Carlo injection campaign described in Section 2.2.

independently. Here, R1 and R2 are the contributions471

to the rate from systems of each class, and R should be472

interpreted as the total rate of BBH mergers in the local473

universe.474

3. SENSITIVITY TO ASTROPHYSICAL MASS475

DISTRIBUTION476

The assumptions in the Kim et al. (2003) method477

about the distribution of intrinsic BBH population pa-478

rameters are strong and almost certainly unrealistic. To479

test the sensitivity of our rate estimate to the assump-480

tions about BH masses, we report in this section on two481

additional estimates of the rate using di↵erent source482

distributions s(✓) that bracket possible astrophysical sce-483

narios. These results are shown in the “Flat” and “Power484

Law” rows of Table 1485

The first source distribution we take to be uniform
in aligned spins, �0.99  (a/m)1,2  0.99 and flat in
log (m1) and log (m2):

s(✓) ⇠ 1

m1

1

m2
, (18)

with 5M�  m1, m2  100 M� and 10M�  m1 +m2 486

100 M�. This distribution likely weights more heavily487

toward high-mass BHs than the true astrophysical dis-488

tribution (Fryer & Kalogera 2001; Fryer et al. 2012; Do-489

minik et al. 2012; Spera et al. 2015). We choose 5 M� for490

the lower mass limit because it encompasses the inferred491

mass range from PE on G197392 and because there are492

100 101 102

R (Gpc�3 yr�1)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

R
p
(R

)

R

R1

R2

Figure 4. The posterior density on the rate of
GW150914-like BBH inspirals, R1 (green), G197392-like
BBH inspirals, R2 (red), and the inferred total rate,
R = R1 + R2 (blue). The median and 90% credible lev-
els are given in Table 1. Solid lines give the rate inferred
from the pycbc trigger set, while dashed lines give the
rate inferred from the gstlal trigger set.

indications of a mass gap between the heaviest neutron493

stars and the lightest BHs (Özel et al. 2010; Farr et al.494

2011); but see Kreidberg et al. (2012) for an alternative495

explanation for the dearth of BH mass estimates below496

⇠ 5 M�.497

Using an injection campaign as described above, and498

incorporating calibration errors, we estimate the sen-499

sitive time-volume for this population; see Table 2.500

High-mass BHs from the 5 M�–100 M� range produce501

high signal-to-noise ratios in the detectors, so this time-502

volume estimate is likely higher than that for the true as-503

trophysical distribution; the corresponding rate estimate504

is therefore probably lower than the true BBH rate.505

The second source distribution we take to be a power-
law on the larger BH mass, following5

p (m1) ⇠ m

�2.35
1 , (19)

with the smaller mass distributed uniformly in q ⌘506

m2/m1, and with 5 M�  m2  m1  100 M� and507

m1 + m2  100 M�. Using this distribution in an injec-508

tion campaign yields the results shown in Table 2. This509

distribution likely produces more low-mass BHs than the510

5 The power chosen here is the same as the Salpeter IMF
(Salpeter 1955), but this should not be understood to suggest that
the distribution of the more massive BH in a binary would fol-
low the IMF; the initial mass–final mass relation for massive stars
is complicated and nonlinear (Fryer & Kalogera 2001; Fryer et al.
2012; Dominik et al. 2012; Spera et al. 2015). Instead, as described
in the text, this distribution is designed to provide a reasonable
lower-limit for the sensitive time-volume and upper limit for the
rate.
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Figure 5. Sensitivity of the inferred BBH coalescence
rate to the assumed astrophysical distribution of BBH
masses. The curves represent the posterior assuming that
BBH masses are flat in log (m1)-log (m2) (blue; “Flat”),
are exactly GW150914-like or G197392-like as described
in Section 2 (green; “Reference”), or are distributed as
in Eq. (19) (red; “Power Law”). The pycbc results are
shown in solid lines and the gstlal results are shown in
dotted lines. Though the searches di↵er in their models
of the astrophysical and terrestrial triggers, the rates in-
ferred from each search are very similar. The posterior
median rates and symmetric 90% CL intervals are given
in Table 1. Comparing to the total rate computed using
the assumptions in Kim et al. (2003) in Section 2 we see
that the rate can change by a factor of a few depending on
the assumed BBH population. In spite of this seemingly-
large variation, all three rate posterior distributions are
consistent within our statistical uncertainties.

true astrophysical distribution, and therefore the sensi-511

tive time-volume is probably smaller than would be ob-512

tained with the true distribution; the estimated rate is513

correspondingly higher.514

We use the same astrophysical and terrestrial trigger515

densities as described in Section 2.1; we now consider516

all triggers to belong to only two populations, an astro-517

physical and an terrestrial population, as in the analysis518

at the beginning of Section 2.1 (see Eq. (5)). We relate519

counts, ⇤1, to rates via Eq. (13), with the hV T i for the520

astrophysical distributions given in Table 2. The posteri-521

ors on the limiting rates, Rflat and Rpl, together with the522

reference BBH coalescence rate R from Section 2 appear523

in Figure 5. A summary of the various inferred rates524

appears in Table 1.525

4. DISCUSSION526

In the absence of clear detections, previous LIGO-527

Virgo observing runs have yielded merger rate upper528

limits (Aasi et al. 2013). Even the most optimistic529

assumptions about the BBH distribution from Section530

3 imply rates that are significantly below the corre-531

sponding distribution-averaged upper limits from Aasi532

et al. (2013). For the rate estimates from Section 2.2,533

the corresponding upper limits from Aasi et al. (2013)534

are 140Gpc�3 yr�1 and 420Gpc�3 yr�1; compared to535

R1 = 17+39
�13 Gpc�3 yr�1 and R2 = 62+165

�54 Gpc�3 yr�1, it536

is clear that the sensitive time-volume reach of Advanced537

LIGO, even from only 16 days of coincident observations,538

is vastly larger than that of any previous gravitational-539

wave observations.540

A pycbc detection statistic of x

0 � 10.1 corresponds541

to FARs smaller than one per century—an exceptionally542

significant event. From the signals with x

0 � 8 only a543

fraction 0.49 will have of x

0 � 10.1. One may wonder,544

then, how many of these highly significant events we can545

expect to see in future observations.546

For a Poisson mean occurrence number ⇤ with x

0 � 8
in an experiment with sensitive time-volume hV T i0 , the
number of highly significant triggers with FARs smaller
than one per century in subsequent experiments with
sensitive time-volume hV T i 0 will follow a Poisson dis-
tribution with mean

⇤0 = 0.49⇤1
hV T i 0

hV T i0
. (20)

We plot the median value for ⇤0 obtained in this way,547

as well as the 90% credible interval, as a function of sur-548

veyed time-volume in the left panel of Figure 6. There is,549

unsurprisingly, a wide range of reasonable possibilities for550

the number of highly significant events in future observa-551

tions. The 90% credible interval for the expected number552

of highly significant events is larger than one when hV T i 0
553

is approximately twice hV T i0. The expected number of554

highly significant events, then, is larger than one at 90%555

confidence for any experiment surveying approximately556

twice the time-volume analyzed in this paper. As a point557

of reference, we show the expected value of hV T i for the558

second and third planned observing runs, O2 and O3.559

These volumes are calculated using the mass-dependent560

horizon distances calculated in (Abbott et al. 2016a), for561

a system with total mass 60M�, and assuming an obser-562

vation of 6 months for O2 and 9 months for O3. We find563

estimates of hV T i O2/ hV T i0 between 6.7 and 25.8, and564

hV T i O3/ hV T i0 between 29 and 70.565

Conditional on the count of loud events, ⇤0, we can
compute the probability of having more than n high-
significance events in a subsequent observation:

p (N > n|⇤0) = exp [�⇤0]
1X

k=n+1

⇤0k

k!
. (21)

current estimate: 2 - 400 per Gpc3 per yr 
model predictions: 0 - 1,000 per Gpc3 per yr

rates below ~1 per Gpc3 per yr are excluded
The LVC, ApJL, arxiv/1602.03842
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Figure 1. Timeline of observations of GW150914, separated by band and relative to the time of the GW trigger. The top row shows
GW information releases. The bottom four rows show high-energy, optical, near-infrared, and radio observations respectively.
Optical spectroscopy and narrow-field radio observations are indicated with darker tick marks and boldface text. More detailed
information on the timeline of observations is reported in Table 2.

matched-filter searches using a template bank which includes
both NS binary and BBH mergers. The waveform was con-
firmed to be consistent with a BBH merger and this infor-
mation was shared with observers about 3 weeks after the
event (GCN 18388). The FAR was evaluated with the data
collected through 20 October, reported to be less than 1 in
100 years (GCN 18851; Abbott et al. 2016c), and ultimately
determined to be much lower. The final results of the offline
search are reported in Abbott et al. (2016a).

3. SKY MAPS

We produce and disseminate probability sky maps using a
sequence of algorithms with increasing accuracy and compu-
tational cost. Here, we compare four location estimates: the
prompt cWB and LIB localizations that were initially shared
with observing partners plus the rapid BAYESTAR localiza-
tion and the final localization from LALInference. All four
are shown in Fig. 2.

cWB performs a constrained maximum likelihood (ML) es-
timate of the reconstructed signal on a sky grid (Klimenko
et al. 2015) weighted by the detectors’ antenna patterns (Es-
sick et al. 2015) and makes minimal assumptions about the
waveform morphology. With two detectors, this amounts to
restricting the signal to only one of two orthogonal GW polar-
izations throughout most of the sky. LIB performs Bayesian
inference assuming the signal is a sinusoidally modulated
Gaussian (Lynch et al. 2015). While this assumption may
not perfectly match the data, it is flexible enough to produce
reliable localizations for a wide variety of waveforms, in-
cluding BBH inspiral-merger-ringdown signals (Essick et al.
2015). BAYESTAR produces sky maps by triangulating the
times, amplitudes, and phases on arrival supplied by the CBC
pipelines (Singer & Price 2016). BAYESTAR was not avail-
able promptly because the low-latency CBC searches were

not configured for BBHs; the localization presented here is
derived from the offline CBC search. LALInference performs
full forward modeling of the data using a parameterized CBC
waveform which allows for BH spins and detector calibra-
tion uncertainties (Veitch et al. 2015). It is the most accurate
method for CBC signals but takes the most time due to the
high dimensionality. We present the same LALInference map
as Abbott et al. (2016e), with a spline interpolation proce-
dure to include the potential effects of calibration uncertain-
ties. The BAYESTAR and LALInference maps were shared
with observers on 2016 January 13 (GCN 18858), at the con-
clusion of the O1 run. Since GW150914 is a CBC event, we
consider the LALInference map to be the most accurate, au-
thoritative, and final localization for this event.

All of the sky maps agree qualitatively, favoring a broad,
long section of arc in the Southern hemisphere and to a lesser
extent a shorter section of nearly the same arc near the equa-
tor. While the majority of LIB’s probability is concentrated
in the Southern hemisphere, a non-trivial fraction of the 90%
confidence region extends into the Northern hemisphere. The
LALInference shows much less support in the Northern hemi-
sphere which is likely associated with the stronger constraints
available with full CBC waveforms. The cWB localization
also supports an isolated hot spot near ↵ ⇠ 9h, � ⇠ 5�. While
all algorithms assume elliptical polarization throughout most
of the sky, cWB’s assumptions are relaxed near this island
where the detector responses make it possible to distinguish
other polarizations.

Table 1 shows that the size of confidence regions varies be-
tween the algorithms. For this event, cWB produces smaller
confidence regions than the other algorithms. While cWB
produces reasonably accurate maps for typical BBH signals,
it can systematically misestimate the sizes of large confidence

GW150914 EM Follow-up

All upper limits except potential Fermi GBM counterpart? 

The LVC, EM Collabs, ApJL, arxiv/1602.08492
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Figure 3. Footprints of observations in comparison with the 50% and 90% credible levels of the initially distributed GW localiza-
tion maps. Radio fields are shaded red, optical/infrared fields are green, and XRT fields are blue circles. The all-sky Fermi GBM,
LAT, INTEGRAL SPI-ACS, and MAXI observations are not shown. Where fields overlap, the shading is darker. The initial cWB
localization is shown as thin black contour lines and the refined LIB localization as thick black lines. The inset highlights the
Swift observations consisting of a hexagonal grid and a selection of the a posteriori most highly ranked galaxies. The Schlegel
et al. (1998) reddening map is shown in the background to represent the Galactic plane. The projection is the same as in Fig. 2.

The LVC, EM Collabs, ApJL, arxiv/1602.08492
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GW150914: Binary BH Astrophysics

• First Binary BH system 
• Heaviest stellar-mass Black Holes (>~ 25 Msun)

Belczynski et al. 2010 Spera et al. 2015
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GW150914: Binary BH Astrophysics

• First Binary BH system 
• Heaviest stellar-mass Black Holes (>~ 25 Msun)8

Weak wind

Strong wind

Figure 1. Left: dependence of maximum BH mass on metallicity Z, with Z� = 0.02 for the old (strong) and new (weak) massive
star winds (Figure 3 from Belczynski et al. 2010a). Right: compact-remnant mass as a function of zero-age main-sequence
(ZAMS; i.e., initial) progenitor mass for a set of different (absolute) metallicity values (Figure 6 from Spera et al. 2015). The
masses of GW150914 are indicated by the horizontal bands.

garding convective overshooting and resultant mixing (Jones351

et al. 2015). Finally, Fryer et al. (2012) and Spera et al.352

(2015) investigate how basic properties of the supernova ex-353

plosion might affect remnant masses at different metallicities.354

They show that remnant masses in excess of ' 12M� at Z�355

(' 30M� at 1/100 Z�) are formed through complete col-356

lapse of their progenitors. Therefore, the masses of BHs in357

“heavy” BBH mergers only carry information about the evo-358

lution leading up to the collapse and not about the supernova359

mechanism.360

The measured masses of the merging BHs in GW150914361

show that stellar-mass BHs as massive as 32M� (the lower362

limit on the more massive BH at 90% credible level) can form363

in nature. Given our current understanding of BH forma-364

tion from massive stars, using the latest stellar wind, rota-365

tion, and metallicity models, we conclude that the GW150914366

BBH most likely formed in a low-metallicity environment: be-367

low '1/2Z� and possibly below ' 1/4Z� (Belczynski et al.368

2010a; Mapelli et al. 2013; Spera et al. 2015).369

It is, in principle, possible that “heavy” BHs are formed370

through indirect paths that do not require low metallicity, but371

we consider this very unlikely. For example, the formation of372

“heavy” BHs through the dynamical mergers of lower-mass373

BHs with massive stars in young clusters has been consid-374

ered. However, these models adopt the optimistic assumption375

that in such mergers, even for grazing collisions, all the mass376

is retained, leading to significant BH-mass growth (Mapelli &377

Zampieri 2014; Ziosi et al. 2014). Stellar collisions in dense378

stellar environments (see Portegies Zwart et al. 1999) could379

potentially produce stars massive enough to form “heavy”380

BHs; but these objects are also subject to strong winds and381

intense mass loss unless they are stars of low metallicity382

(Glebbeek et al. 2009). Finally, formation of “heavy” BHs383

from the mergers of lower-mass BHs in clusters is unlikely384

because most dynamically formed merging BBHs are ejected385

from the host cluster before merger (Rodriguez et al. 2015,386

see their Figure 2).387

3.3. BBH Masses from Isolated Binary Systems388

The fact that the majority of massive stars are members of389

binary systems with a roughly flat mass-ratio distribution390

(Kobulnicky & Fryer 2007; Sana et al. 2012; Kobulnicky et al.391

2014) provides the opportunity for BBH formation in isolated392

binary systems. In that case, the masses of BHs depend not393

only on the initial mass of the star and metallicity, but also on394

any binary interactions. The development of binary popula-395

tion models focused on the formation of double compact ob-396

jects goes back to Kornilov & Lipunov (1983) and Dewey &397

Cordes (1987), but the first population models to account for398

BBH formation appeared a decade later starting with Tutukov399

& Yungel’son (1993). Several groups have explored differ-400

ent aspects of BBH formation from isolated binaries at vary-401

ing levels of detail (many reviewed by Kalogera et al. 2007;402

Vanbeveren 2009; Postnov & Yungelson 2014). Models find403

that BBH formation typically progresses through the follow-404

ing steps: (i) stable mass transfer between two massive stars,405

although potentially non-conservative (i.e., with mass and406

angular-momentum losses from the binary), (ii) the first core-407

collapse and BH formation event, (iii) a second mass trans-408

fer phase that is dynamically unstable leading to inspiral in409

a common envelope (in which the first BH potentially grows410

slightly in mass; O’Shaughnessy et al. 2005a), (iv) the second411

core-collapse event leading to BBH formation, and (v) inspi-412

ral due to GW emission and merger. Dominik et al. (2012)413

find that the vast majority of BBH mergers follow this evo-414

lutionary path: 99% at solar metallicity and 90% at 0.1Z�.415

Z < 1/2 solar

Belczynski et al. 2010 Spera et al. 2015

The LVC, ApJL, published, arxiv/1602.03846
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Binary Population Synthesis: 
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BBH Formation from Isolated Binaries

Belczynski et al. 2016

Fig. 1. Example of a specific binary evolution leading to the formation of a BH-BH merger
similar to GW150914 in mass and time. A massive binary star (96 + 60 M⊙) is formed in the
distant past (2 billion years after Big Bang; z ∼ 3.2) and after five million years of evolution
forms a BH-BH system (37 + 31 M⊙). For the ensuing 10.3 billion years this BH-BH system
is subject to angular momentum loss, with the orbital separation steadily decreasing, until the
black holes coalesce at redshift z = 0.09. This example binary formed in a low metallicity
environment (Z = 3% Z⊙). 27
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BBH from globular clusters
Rodriguez, et al. 2016a
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FIG. 8. Percentage of sources in a given mass range as a function of redshift, computed from a sample containing 10 weighted
draws of inspirals from our models. The sources are divided into bins with width �z = 0.1. The solid white line represents the
median mass at a given redshift, while the blue, green, and red intervals show the mass range containing 50%, 90%, and 95%
of all inspirals at that redshift. We separate the two component masses, with component 1 greater than component 2.

tion of sources with a total mass of 110M�. However,
for the lowest-metallicity models (Z = 0.01Z�) there is
no apparent collection of sources at 160M� as might be
expected.

This behavior can again be explained by the wind-
driven mass loss. Each model begins with an identical
distribution of stars drawn from (1). For the highest-
metallicity models, the mass-loss from these winds brings
all stars with birth masses from ⇠ 80M� to ⇠ 150M�
down to a final progenitor mass of ⇠ 30M� to ⇠ 35M�
before the supernova occurs. Essentially, this truncates
a large section of the high-mass end of the IMF to a
single BH mass; however, for lower-metallicity models,
the decreased e�ciency of the stellar winds means a
lower number of high-mass stars are being converted into
maximum-mass BHs, essentially spreading out the high-
mass stars over a wider range of BH masses. The num-
ber of maximum-mass BHs between each of our mod-
els decreases by roughly a factor of 5 between each of
our metallicitiy bins. This also yields a higher num-
ber of inspirals with unequal-mass components for lower-

metallicity models, which we discuss in the next section.

In Figure 8, we convert our scatter plot of BBHmergers
into percentiles as a function of redshift. In the local
universe (z . 0.1), we find that the median BBH source
from a GC has a chirp mass of 17M�, with 50% of sources
lying in the range [14.6M� � 21.4M�], 90% of sources
in the range [13.2M� � 27.7M�], and 95% of sources
in the range [13.2M� � 37.1M�]. This corresponds to
a median total mass of 39.4M�, with a 50% interval of
[33.6M��49.6M�], a 90% interval of [31.8M��63.6M�],
and a 95% interval of [30.5M� � 86.8M�]. Given the
analysis in Section IIIA and Figure 3, we can expect
that massive binaries that merge in the local universe
are more likely to be ejected from clusters with lower
masses and larger half-mass radii. This is supported by
our results: 77% of all BBH mergers are formed in our
most massive GCs (N = 2 ⇥ 106); however, in the local
universe, this fraction changes as a function of mass. 86%
of binary mergers with total masses less than 50M� at
z = 0.1 are preferentially formed in high-mass clusters.
On the other hand, for binary mergers with masses above



BBH Formation in  
Globular Clusters
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Optimal host globular cluster: 
typical mass: ~5e5 solar masses 
larg-ish virial radius: 2pc
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Figure 2: The distribution of BBH total masses from GCs. In gray, we show the distribution
of all mergers that occur at z < 0.5 (for GCs that form at z ' 3.5), while in blue we show
the distribution of sources detectable with Advanced LIGO in its current state. The median and
90% credible regions for the total mass of GW150914 are shown in red (7). We also show the
gravitational-wave trigger, LVT151012, in purple (where we have computed the median and
credible regions by assuming an equal-mass binary and combining the uncertainties from the
chirp and component masses in (12)).

results indicate that the median total mass of a BBH detectable by Advanced LIGO is ⇠ 49M�,

with 50% of sources lying between ⇠ 39M� and ⇠ 62M�, and 90% of sources between 29M�

and 89M�. Integrating over this mass distribution, we find that during its first observing run,

Advanced LIGO could have expected to detect anywhere from 0.5 to 8 BBH mergers from GCs

per year, with a realistic estimate of 2 mergers per year. This is consistent with the estimated

merger rate densities from (3), which found a range of 2 to 20 Gpc�3yr�1 and a realistic rate

of 5 Gpc�3yr�1. Of course, this estimate only considers the contribution from GCs that have

survived to the present day, neglecting any contribution from the significant number of GCs that

have likely disrupted before 12 Gyr (14).

With this information, we conclude that GW150914 is consistent with dynamical formation
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Advanced LIGO could have expected to detect anywhere from 0.5 to 8 BBH mergers from GCs

per year, with a realistic estimate of 2 mergers per year. This is consistent with the estimated

merger rate densities from (3), which found a range of 2 to 20 Gpc�3yr�1 and a realistic rate

of 5 Gpc�3yr�1. Of course, this estimate only considers the contribution from GCs that have

survived to the present day, neglecting any contribution from the significant number of GCs that

have likely disrupted before 12 Gyr (14).
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GW150914 and BBH Formation

• heavy black holes exist in merging binaries

• their formation requires an origin from low-
metallicity environments (1/2 solar or less) 

• such BBH can form both isolated binaries and 
dynamical processes

• both formation channels produce merger rates 
compatible with the event

• the low end of rate predictions (<1 per Gpc3 per yr) 
is excluded
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Figure 4. Left: Horizon distance (left axis) and horizon redshift (right axis) as a function of total mass (bottom axis) and chirp
mass (top axis), for equal mass, non-spinning BBH mergers. The (expected) increase in detector sensitivity with time is shown
by the different lines and the chirp mass of GW150914 is indicated with a red star. Right: the same, but now for detection-
weighted sensitive comoving volume, defined to yield the expected number of detections if multiplied with a merger rate per unit
volume. For details see Appendix.

escape before they can interact.776

The existence of GW150914 shows that BBH mergers occur777

in nature, and therefore models which don’t predict their exis-778

tence within a Hubble time through any formation channel are779

excluded (e.g., certain models in Nelemans et al. 2001; Bel-780

czynski et al. 2002, 2007; Mennekens & Vanbeveren 2014).781

For both isolated binary evolution and dynamical formation,782

the implication of BBH existence is that BH kicks cannot al-783

ways be high (> 100 km s�1), in order to avoid disrupting or784

widening the orbits too much, or ejecting the BHs from clus-785

ters before they can interact. In the case of isolated binaries,786

BBH existence also implies that massive star winds cannot be787

strong, and in the absence of high rotation, survival through788

common-envelope evolution in massive binaries must be pos-789

sible.790

Rate predictions for binary mergers and associated791

LIGO/Virgo detection expectations were summarized in792

Abadie et al. (2010), and for BBH mergers a range of 0.1�300793

Gpc

�3
yr

�1was reported. More recent studies, not included794

in Abadie et al. (2010), for isolated binary evolution give very795

similar predictions: 0 � 100 Gpc

�3
yr

�1 by (Mandel & de796

Mink 2016), 0.5�220 Gpc

�3
yr

�1 by Dominik et al. (2015),797

0 � 1000 Gpc

�3
yr

�1 by Mennekens & Vanbeveren (2014).798

Recent studies of globular cluster dynamics also report com-799

parable rates (Rodriguez et al. 2015, 2016; Downing et al.800

2010, 2011).We conclude that the GW150914 rate constraints801

are broadly consistent with most of the BBH rate predictions,802

and only the lowest predicted rates (. 1 Gpc

�3
yr

�1) can be803

excluded.804

7. THE PATH FORWARD FOR FUTURE STUDIES805

In the coming years the aLIGO and AdV detectors will be806

upgraded to higher sensitivity as shown in Figure 4: on the807

left we plot the maximum luminosity distance (DL) and red-808

shift (z), and on the right a measure for the surveyed volume809

(V c) for the initial LIGO/Virgo detectors, the current aLIGO810

and future expectations (see Appendix for the details). We can811

anticipate that the BBH detection sample will increase by at812

least a factor of ⇠ 10 as observing runs become more sensitive813

and of longer duration. With these new detections, it will be-814

come possible to go beyond the mostly qualitative inferences815

discussed here, and quantitatively constrain the properties of816

double-compact-objects (DCOs) and their formation models.817

In general, quantitatively constraining the model can be818

done either by deriving a parametrized description of the un-819

derlying model (e.g. Mandel 2010; O’Shaughnessy 2013) or820

comparing specific population models to the data (e.g. Bulik821

& Belczyński 2003a; Mandel & O’Shaughnessy 2010).822

For the latter, detailed information about the models and823

properties of the predicted populations are needed, e.g.,824

masses and rate densities as a function of redshift. Given the825

large number of model parameters, it is challenging to obtain826

a statistically appropriate sampling of the parameter space to827

the level required to address degeneracies; no existing study828

has provided a sufficiently complete dataset. However, such829

analyses will eventually allow us to constrain massive-star830

winds and rotation, the common-envelope binary evolution831

phase, BH mass relations, and BH kicks. GW detections of832

binaries with NSs will probe lower-mass stars and NS kicks833

and the supernova mechanism. For dynamical formation, we834

can also probe cluster properties and their dependence on red-835

shift.836

In the past, binary pulsars, supernovae, and gamma-837

ray burst observations have been used as constraints on838

DCO models (e.g. Portegies Zwart & Yungelson 1998;839

O’Shaughnessy et al. 2005b). More recently, studies have840

explored quantitative, statistical methods for deriving con-841

straints and examined the minimum sample sizes needed842

for distinguishing between a small set of different isolated-843

binary models (Bulik & Belczyński 2003b; Mandel &844

O’Shaughnessy 2010; Kelley et al. 2010; O’Shaughnessy845

2013; Messenger & Veitch 2013; Stevenson et al. 2015; Man-846

del et al. 2015; Belczynski et al. 2015). We note that the847

The LVC, ApJL, published, arxiv/1602.03846
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FIG. 1: The multi-band GW astronomy concept. The violet lines are the total sensitivity curves (assuming two Michelson) of
three eLISA configurations; from top to bottom N2A1, N2A2, N2A5 (from [11]). The orange lines are the current (dashed) and
design (solid) aLIGO sensitivity curves. The lines in di↵erent blue flavours represent characteristic amplitude tracks of BHB
sources for a realization of the flat population model (see main text) seen with S/N> 1 in the N2A2 configuration (highlighted
as the thick eLISA middle curve), integrated assuming a five year mission lifetime. The light turquoise lines clustering around
0.01Hz are sources seen in eLISA with S/N< 5 (for clarity, we down-sampled them by a factor of 20 and we removed sources
extending to the aLIGO band); the light and dark blue curves crossing to the aLIGO band are sources with S/N> 5 and
S/N> 8 respectively in eLISA; the dark blue marks in the upper left corner are other sources with S/N> 8 in eLISA but
not crossing to the aLIGO band within the mission lifetime. For comparison, the characteristic amplitude track completed by
GW150914 is shown as a black solid line, and the chart at the top of the figure indicates the frequency progression of this
particular source in the last 10 years before coalescence. The shaded area at the bottom left marks the expected confusion
noise level produced by the same population model (median, 68% and 95% intervals are shown). The waveforms shown are
second order post-Newtonian inspirals phenomenologically adjusted with a Lorentzian function to describe the ringdown.

0.73) [12], and dtr/dfr describes the temporal evolution
of the source due to GW emission assuming circular or-
bits:

dtr
dfr

=
5c5

96⇡8/3
(GMr)

�5/3f�11/3
r . (3)

As mentioned above, for both the flat and salp models,
probability distributions of the intrinsic rate R are given
in [3] (see their figure 5). We make 200 Monte Carlo
draws from each of those, use equation (2) to numeri-
cally construct the cosmological distribution of emitting
sources as a function of mass redshift and frequency, and
make a further Monte Carlo draw from the latter. For
each BHB mass model, the process yields 200 di↵erent
realizations of the instantaneous BHB population emit-
ting GWs in the Universe. We limit our investigation
to 0 < z < 2 and fr > 10�4Hz, su�cient to cover all
the relevant sources emitting in the eLISA and aLIGO
bands.

Signal-to-noise ratio computation. An in-depth study

of possible eLISA baselines in under investigation [11],
and the novel piece of information we provide here might
prove critical in the selection of the final design. There-
fore, following [11], we consider six baselines featuring
one two or five million km arm-length (A1, A2, A5) and
two possible low frequency noises – namely the LISA
Pathfinder goal (N1) and the original LISA requirement
(N2)–. We assume a two Michelson (six laser links) con-
figuration, commenting on the e↵ect of dropping one arm
(going to four links) on the results. We assume a five year
mission duration.

In the detector frame, each source is characterized
by its redshifted quantities M = Mr(1 + z) and f =
fr/(1 + z). During the five years of eLISA observations,
the binary emits GWs shifting upwards in frequency from
an initial value fi, to an ff that can be computed by in-
tegrating equation (3) for a time tr = 5yr/(1 + z). The
sky and polarization averaged S/N in the eLISA detector

Sesana 2016, PRL, submitted, arXiv:1602.06951

What does GW150914 imply for LISA?

up to ~thousands 
of BBH resolved 
by eLISA

of these BBH,  
up to ~hundreds 
of mergers will  
merge within the  
aLIGO band 
within 10yr
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BBH Formation from Isolated Binaries 
Common-Envelope & Metallicity Influence

Dominik, Belczynski, …, Holz, …, Bulik, Mandel, O’Shaughnessy 2012

The Astrophysical Journal, 759:52 (28pp), 2012 November 1 Dominik et al.

Figure 6. Distribution of remnant masses of coalescing DCOs for the Standard model, submodel A, Z⊙. The top panel presents the distribution for NS–NS, the middle
panel for BH–NS, and the bottom panel for BH–BH systems. M1 represents the primary remnant (corresponding to M1 in Figure 5, solid, blue line), while M2 is
the secondary (corresponding to M2 in Figure 5, dashed, red line). The average mass for NS–NS systems is 1.3–1.1 M⊙, for BH–NS systems is 8.0–1.8 M⊙, and for
BH–BH systems is 8.2–7.2 M⊙ (M1–M2). The gap between the upper mass of NSs (2 M⊙) and the lowest mass of BHs (5 M⊙) results from the use of the Rapid SN
engine (see Section 2.4).
(A color version of this figure is available in the online journal.)

Figure 7. Distribution of chirp masses of coalescing DCOs for the Standard model. The average chirp masses for NS–NS and BH–NS systems are ∼1.1 M⊙ and
3.2 M⊙, respectively, for both submodels and metallicities. The average chirp mass for BH–BH systems, for Z⊙, is ∼6.7 M⊙ for both submodels. For 0.1 Z⊙ the
masses are 13.2–9.7 M⊙ for submodels A and B, respectively. The maximum chirp mass increases with metallicity as wind mass-loss rates decrease, allowing for the
formation of heavier BHs (see Belczynski et al. 2010b and Section 4.1).
(A color version of this figure is available in the online journal.)

the binary fall within the BH mass regime while some primary
components (initially more massive) may end up as NSs. This
is due to the aforementioned mass ratio reversal. Despite a wide
range of BH–BH progenitor masses, the component masses of
remnant systems are mostly clustering around 5–9 M⊙. Such a

drastic reduction in mass range comes from the significant wind
mass loss for massive BH progenitors and mass ejection in CE
events. Both factors usually reduce the masses of the whole
progenitor stars to the masses of their cores, for which the mass
range is narrow.
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Figure 8. Distribution of delay times for coalescing DCOs for the Standard model. The vertical axis presents the number of DCOs per linear time. The average delay
time for all binaries is ∼1 Gyr.
(A color version of this figure is available in the online journal.)

Figure 9. Distribution of mass ratios of coalescing DCOs for the Standard model. The mass ratio is defined as the ratio of the less massive to the more massive compact
object in the binary. The average values for NS–NS systems are ∼0.85 for both submodels and metallicities. For BH–NS binaries the average is ∼0.22, for Z⊙, for
both submodels and ∼0.15, for 0.1 Z⊙, also for both submodels. For BH–BH systems the average value is ∼0.8 for both submodels and metallicities.
(A color version of this figure is available in the online journal.)

To calculate the chirp mass Mchirp of a DCO we use the
following formula:

Mchirp = (M1M2)
3
5 (M1 + M2)−

1
5 , (7)

where Mi are the masses of the components. The most notable
aspect of the chirp-mass distributions (Figure 7) is the maximum
value for BH–BH systems (∼30 M⊙), for submodel A, 0.1 Z⊙.
As metallicity decreases from solar to sub-solar, so do the wind
mass-loss rates. This allows for the formation of more massive
BHs. For submodel B, Z = 0.1 Z⊙ the maximum value is
lower (18 M⊙) than for submodel A for the same metallicity. In
submodel A the most massive progenitors of BHs experience
significant expansion during evolution leading to the CE events

with an HG donor, rather than a donor beyond the HG which
is more likely for lower-mass progenitors. Submodel B does
not allow for the survival of HG donors during a CE (see
Section 2.3.1) and the most massive BHs disappear. The average
chirp masses for Z = Z⊙ are the same for both submodels:
1.05 for NS–NS, 3.2 M⊙ for BH–NS, and 6.7 M⊙ for BH–BH
systems. For 0.1 Z⊙ the average chirp masses are 1.1–1.1 M⊙
(submodels A and B) for NS–NS, 3.2–3.1 M⊙ for BH–NS, and
13.2–9.7 M⊙ for BH–BH systems.

The delay time distributions (Figure 8) are proportional to t−1
del .

The average delay time for systems merging within 10 Gyr at Z⊙
is 1.1–1.5 Gyr (submodels A and B) for NS–NS, 1.7–1.7 Gyr
for BH–NS, and 1.0–2.5 Gyr for BH–BH systems. For sub-solar
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GW150914 observed by LIGO L1, H1
       source type          black hole (BH) binary

date 14 Sept 2015
time 09:50:45 UTC

likely distance  0.75 to 1.9 Gly  
230 to 570 Mpc

redshift 0.054 to 0.136

signal-to-noise ratio 24

false alarm prob. less than 1 in 5 million

false alarm rate 1 in 200,000 yr
 Source Masses            M⊙

total mass 65
chirpmass 28

primary BH 32 to 41
secondary BH 25 to 33
remnant BH 62

mass ratio 0.6 to 1
primary  BH spin < 0.7

secondary BH spin < 0.9

remnant BH spin 0.7
signal arrival time 

delay
arrived in L1 7 ms 

before H1
likely sky position      Southern Hemisphere

likely orientation face-on/off
resolved to ~600 sq. deg.

  duration from 30 Hz ~ 200 ms
  # cycles from 30 Hz ~10

peak GW strain 1 x 10-21

peak displacement of 
interferometers arms

±0.002 fm

frequency/wavelength 
at peak GW strain

150 Hz, 2000 km

peak speed of BHs ~ 0.6 c
peak GW luminosity 3.6 x 1056  erg s-1

radiated GW energy 2.5-3.5 M⊙

remnant ringdown freq.      ~ 250 Hz          .

    remnant damping time         ~ 4 ms          .

 remnant size, area 180 km, 3.5 x 105 km2

consistent with 
general relativity?

passes all tests 
performed

graviton mass bound < 1.2 x 10-22 eV

coalescence rate 2 to 400 Gpc-3 yr-1

  online trigger latency ~ 3 min
 # offline analysis pipelines             5

CPU hours consumed ~ 50 million (=20,000 
PCs run for 100 days) 

papers on Feb 11, 2016                13

# researchers ~1000, 80 institutions 
in 15 countries

B A C K G R O U N D  I M A G E S :  T I M E - F R E Q U E N C Y  T R A C E  ( T O P )  A N D  T I M E - S E R I E S  
( B O T T O M )  I N  T H E  T W O  L I G O  D E T E C T O R S ;  S I M U L A T I O N  O F  B L A C K  H O L E  

H O R I Z O N S  ( M I D D L E - T O P ) ,  B E S T  F I T  W A V E F O R M  ( M I D D L E - B O T T O M )

G W 1 5 0 9 1 4 : F A C T S H E E T

first direct detection of  gravitational waves (GW) and first direct observation 
of a black hole binary

Detector noise introduces errors in measurement. Parameters with a range (e.g. distance) are 90% 
credible bounds; fractional error on parameters without a range is less than 10%. Acronyms: L1=LIGO 

Livingston, H1=LIGO Hanford; Gly=giga lightyear=9.46 x 1012 km; Mpc=mega parsec=3.2 million 
lightyear, Gpc=103 Mpc, fm=femtometer=10-15 m, M⊙=1 solar mass=2 x 1030 kg
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TABLE I. Summary of the parameters that characterise GW150914. For model parameters we report the median value as well as
the range of the symmetric 90% credible interval [84]; where useful, we also quote 90% credible bounds. For the logarithm of the
Bayes factor for a signal compared to Gaussian noise we report the mean and its 90% standard error from 4 parallel runs with a nested
sampling algorithm [44]. The source redshift and source-frame masses assume standard cosmology [85]. The spin-aligned EOBNR
and precessing IMRPhenom waveform models are described in the text Results for the effective precession spin parameter �

p

used in
the IMRPhenom model are not shown as we effectively recover the prior; we constrain �

p

< 0.81 at 90% probability, see left panel of
Figure 5. The Overall results are computed by averaging the posteriors for the two models. For the Overall results we quote both the
90% credible interval or bound and an estimate for the 90% range of systematic error on this determined from the variance between
waveform models.

EOBNR IMRPhenom Overall
Detector-frame total mass M/M� 70.3+5.3

�4.8 70.7+3.8
�4.0 70.5+4.6±0.9

�4.5±1.0

Detector-frame chirp mass M/M� 30.2+2.5
�1.9 30.5+1.7

�1.8 30.3+2.1±0.4
�1.9±0.4

Detector-frame primary mass m
1

/M� 39.4+5.5
�4.9 38.3+5.5

�3.5 38.8+5.6±0.9
�4.1±0.3

Detector-frame secondary mass m
2

/M� 30.9+4.8
�4.4 32.2+3.6

�5.0 31.6+4.2±0.1
�4.9±0.6

Detector-frame final mass M
f

/M� 67.1+4.6
�4.4 67.4+3.4

�3.6 67.3+4.1±0.8
�4.0±0.9

Source-frame total mass M source/M� 65.0+5.0
�4.4 64.6+4.1

�3.5 64.8+4.6±1.0
�3.9±0.5

Source-frame chirp mass Msource/M� 27.9+2.3
�1.8 27.9+1.8

�1.6 27.9+2.1±0.4
�1.7±0.2

Source-frame primary mass msource

1

/M� 36.3+5.3
�4.5 35.1+5.2

�3.3 35.7+5.4±1.1
�3.8±0.0

Source-frame secondary mass msource

2

/M� 28.6+4.4
�4.2 29.5+3.3

�4.5 29.1+3.8±0.2
�4.4±0.5

Source-fame final mass M source

f

/M� 62.0+4.4
�4.0 61.6+3.7

�3.1 61.8+4.2±0.9
�3.5±0.4

Mass ratio q 0.79+0.18
�0.19 0.84+0.14

�0.21 0.82+0.16±0.01
�0.21±0.03

Effective inspiral spin parameter �
e↵

�0.09+0.19
�0.17 �0.03+0.14

�0.15 �0.06+0.17±0.01
�0.18±0.07

Dimensionless primary spin magnitude a
1

0.32+0.45
�0.28 0.31+0.51

�0.27 0.31+0.48±0.04
�0.28±0.01

Dimensionless secondary spin magnitude a
2

0.57+0.40
�0.51 0.39+0.50

�0.34 0.46+0.48±0.07
�0.42±0.01

Final spin a
f

0.67+0.06
�0.08 0.67+0.05

�0.05 0.67+0.05±0.00
�0.07±0.03

Luminosity distance D
L

/Mpc 390+170

�180

440+140

�180

410+160±20

�180±40

Source redshift z 0.083+0.033
�0.036 0.093+0.028

�0.036 0.088+0.031±0.004
�0.038±0.009

Upper bound on primary spin magnitude a
1

0.65 0.71 0.69 ± 0.05

Upper bound on secondary spin magnitude a
2

0.93 0.81 0.88 ± 0.10

Lower bound on mass ratio q 0.64 0.67 0.65 ± 0.03

Log Bayes factor ln B
s/n 288.7 ± 0.2 290.1 ± 0.2 —

The luminosity distance is strongly correlated to the in-741

clination of the orbital plane with respect to the line of742

sight [38], described here by ✓JN , the angle between the743

total angular momentum and the line of sight. The poste-744

rior PDF shows that an orientation of the total orbital angu-745

lar momentum of the BBH strongly misaligned to the line746

of sight is disfavoured; the probability that 45� < ✓JN <747

135� is 0.35. This is consistent with the fact that a binary748

GW emission is weaker perpendicular to the total angular749

momentum, i.e. our instruments are more sensitive to the750

inclination we infer for GW150914.751

The masses and spins of the BHs in a (circular) binary752

are the only parameters needed to determine the final mass753

and spin of the Kerr BH that is produced at the end of the754

merger. Applying the fitting formula calibrated to NR sim-755

ulations provided in [93] to the posterior for the component756

masses and spins, we infer the mass and spin of the rem-757

nant BH to be M source

f

= 62+4

�4

M�, and a
f

= 0.67+0.05
�0.07,758

as shown in Figure 3 and Table I. These results are fully759

consistent with those obtained using an independent non-760

precessing fit [52]. The systematic uncertainties of the fit761

are negligible in comparison to the statistical uncertainties.762

The value of the final spin is a consequence of conservation763

of angular momentum in which the total angular momen-764

tum of the system (which for a nearly equal mass binary,765

such as GW150914’s source, is dominated by the orbital766

angular momentum) is converted partially into the spin of767

the remnant black hole and partially radiated away in GWs768

during the merger. Therefore, the final spin is more pre-769

cisely determined than either of the spins of the binary’s770

BHs.771

The calculation of the final mass also provides an esti-772
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Figure 2. Predictions of BBH merger rate in the comoving frame (Gpc

�3
yr

�1) from isolated binary evolution as a function of
redshift for different metallicity values (adopted from Figure 4 in Dominik et al. 2013). At a given redshift, the total merger
rate is the sum over metallicity. The redshift range of GW150914 is indicated by the vertical band; the range of the BBH rate
estimates and the redshift out to which a system like GW150914 could have been detected in this observing period are
indicated by an open blue rectangular box.
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Figure 3. Allowed initial BBH semi-major axis and eccentric-
ity, in order to merge within 10 Gyr (left of the thick solid blue
line) for a BBH with the GW150914 masses. The thin solid
lines with circles represent the evolutionary trajectories of in-
dividual example systems, starting at the edge of the allowed
range (the circles give the time to merger of log t/yr = 1, 2, 3,
4 ... 10, from left to right). The dashed lines denote perias-
tron separations of 10, 20, and 40 R� (left to right: orange,
yellow, purple). The green dotted line shows the trajectory
of a binary that has a remaining eccentricity of 0.1 at a GW
frequency of 10 Hz.

orbit that produces a merger within 10 Gyr, using the point-630

mass approximation of Peters (1964). Binaries with long de-631

lay times originate close to the thick solid line. Evolution-632

ary trajectories show that systems become circular long be-633

fore merger, even for high initial e, unless they form with634

extremely short merger times or extremely high e (see sec-635

tion 5). For initially circular orbits, a needs to be smaller636

than 0.215 AU or 46R� for the binary to merge within637

⇠10 Gyr. BBHs that form from two existing BHs in clusters638

can form anywhere in the allowed parameter range. In the639

case of isolated binaries, the separation before the forma-640

tion of the second BH needs to be wide enough to accom-641

modate the progenitor star. The BBH then forms with a642

similar separation (or similar periastron distance, if there643

is mass loss in the supernova or if BHs receive natal kicks),644

unless the BH kick is large and fine-tuned in its direction645

to drastically change the orbital separation. Since these646

progenitor stars have radii of at least several R� (& 10R�647

for chemically homogeneous evolution), we estimate that the648

periastron distance needs to be larger than ⇠10–20 R� as in-649

dicated in Figure 3.650

We conclude that, based on published model results,651

“heavy” BBH mergers from low-metallicity environments in652

the local Universe are not particularly surprising, regardless653

of whether their origin is dynamical or from isolated bina-654

ries. The rate of “heavy” BBH mergers may very well in-655

crease with redshift either due to the increase in low-Z star-656

formation rates or due to higher rates at shorter merger times,657

at least for redshifts of up to ' 1. These redshifts are within658

the horizon distance of aLIGO/Advanced-Virgo (AdV) design659

sensitivity, expected to be reached by ⇠ 2020 (Abbott et al.660

2015, and see § 7).661

5. BINARY ECCENTRICITY AND BLACK-HOLE SPINS662

There is no evidence for eccentricity in the orbital dynamics663

of GW150914, but eccentricities of .0.1 would not be de-664

tectable for this event (LVC 2016d). In any case, from Fig-665

ure 3 it is clear that any eccentricity would have dissipated by666

the time the binary entered the detectors’ sensitive frequency667

band. Indeed, in this Figure we plot the evolution of a sys-668
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systems is not expected to have been recycled in its lifetime
(having been formed after the BH). Therefore, it would
almost certainly be a slow rotator at the time of the inspiral
phase, and the direction of its spin would have no e†ect on
the waveform. If, however, in addition to the BH spin orien-
tation we were also interested in the spin orientation of the
NS, then we would need to make one additional assump-
tion about the physical origin of the NS spin. The generally
accepted picture so far has been that the rotation of the NS
at birth is determined by the rotation of the collapsing core,
and hence the rotation of the NS progenitor. In this case, we
would expect the NS spin to be aligned with its progenitor
spin, and hence the pre-SN orbital angular momentum axis.
The angle u then corresponds to both the BH and the NS
spin tilt angle. However, Spruit & Phinney (1998) have
argued recently that the origin of the NS spin may be con-
nected to the kick imparted to the NS at birth. Obser-
vational and theoretical considerations (Deshpande,
Ramachandran, & Radhakrishnan 1999 ; Spruit & Phinney
1998 ; Wex et al. 2000) suggest that the kick timescale must
be short enough that the spin axis and kick direction are
perpendicular (azimuthal averaging about the spin axis is
avoided). Our analysis of the SN orbital dynamics includes
the kick direction. Therefore, if the NS spin orientation is of
interest, it is possible to use this kick-spin association to
calculate the NS spin tilt angle distribution in BH-NS
binaries.

Spin-orbit coupling can in principle a†ect inspiral wave-
forms of coalescing BH-BH binaries as well. However, as in
the case of NS-NS binaries, the e†ect is expected to be
unimportant for equal-mass BH binaries (Apostolatos
1995). It is only when the binary mass ratio is small, as in a
typical BH-NS system, that the modiÐcation of the wave-
form can be signiÐcant, depending on the tilt angle. In
Figure 9, we plot the cumulative spin tilt angle distributions
convolved with a kick-magnitude distribution (Maxwellian
with p \ 200 km s~1) and assuming isotropic kicks, for two
di†erent cases of BH-BH binaries, one containing a 10 M

_BH and a 5 BH and another with a 20 BH and aM
_

M
_10 BH. Comparison with our results for the standardM

_case (Figs. 5 and 6) indicates that BH-BH binaries tend to
have small tilt angles. More than D90% of the systems have
angles smaller than 30¡. Therefore, the e†ects of spin-orbit
coupling on BH-BH inspiral waveforms should be rather
weak.

We note that in calculating the modiÐcations of the inspi-
ral waveforms in the LIGO frequency band due to the spin-
orbit misalignment, knowledge of the spin tilt angles at the

FIG. 9.ÈNormalized (to unity) cumulative distributions of the spin tilt
angle convolved with a Maxwellian kick magnitude distribution (p \ 200
km s~1), for BH-BH binaries : (solid line),MBH1 \ 10 M

_
, MBH2 \ 5 M

_(dotted line), andMBH1 \ 20 M
_

, MBH2 \ 10 M
_

M0 \ 10 M
_

, A0 \ 10
Kicks are assumed to be isotropic.R

_
.

time the binary orbit enters the LIGO band is required. The
angles we derive in this paper characterize the tilts just after
the formation of the coalescing binary. One might worry
that gravitational radiation reaction e†ects could a†ect the
spin orientation as the binary approaches the Ðnal inspiral
phases. It turns out that although the spin-orbit coupling is
strong enough to modify the waveform within the LIGO
band, it is not strong enough to drive tilt-angle evolution on
a fast timescale. Ryan (1995) showed that the misalignment
angles at the time of the formation of the coalescing binary
do not change by more than 1 to a few percent by the time
the system enters the inspiral phases of interest to ground-
based laser interferometers.

I am grateful to Bruce Allen and Ben Owen for bringing
to my attention the issue of spin orientation and detection
of gravitational waves from close BH-NS systems. I would
also like to thank H. Apostolatos, S. Hughes, E. Flannagan,
and A. Wiseman for discussions on the tilt-angle evolution
due to gravitational radiation. I acknowledge full support
by the Smithsonian Astrophysical Observatory in the form
of a Harvard-Smithsonian Center for Astrophysics post-
doctoral fellowship.
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20+10 Msun
even smaller tilts
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and smaller BH kicks

anti-alignment 
highly unlikely 
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On that ordinary Monday …



On September 14th …
a message from the online GW-burst pipeline

~ 6am ET



On September 14th …
~7am: “a very interesting event in the last hour” 



On September 14th …
~7am: “a very interesting event in the last hour” 

+20min: “no scheduled hardware injection” 



On September 14th …
~7am: “a very interesting event in the last hour” 

+20min: “no scheduled hardware injection” 
+10min: “very interesting indeed! looks like a high-mass inspiral?” 



On September 14th …
~7am: “a very interesting event in the last hour” 

+20min: “no scheduled hardware injection” 
+10min: “very interesting indeed! looks like a high-mass inspiral?” 

+25min: “The Omega scans 
have finished and I do not see 
any DQ issues at the time of 
the trigger. The data looks 
quite clean at both detectors” 



On September 14th …
~7am: “a very interesting event in the last hour” 

+20min: “no scheduled hardware injection” 
+10min: “very interesting indeed! looks like a high-mass inspiral?” 

+25min: “The Omega scans 
have finished and I do not see 
any DQ issues at the time of 
the trigger. The data looks 
quite clean at both detectors” 

+15min: “This is clean and very significant inspiral with Mchirp = 
27 +- 2 Mo… FAR << 1.e-10 Hz.  
If this is not injection, 
I guess, we need to do the detection checklist…” 



On September 14th …
~7am: “a very interesting event in the last hour” 

+20min: “no scheduled hardware injection” 
+10min: “very interesting indeed! looks like a high-mass inspiral?” 

+25min: “The Omega scans 
have finished and I do not see 
any DQ issues at the time of 
the trigger. The data looks 
quite clean at both detectors” 

+15min: “This is clean and very significant inspiral with Mchirp = 
27 +- 2 Mo… FAR << 1.e-10 Hz.  
If this is not injection, 
I guess, we need to do the detection checklist…” 

and off we went  
on an unexpected ride



On September 14th …



On September 14th …

Text message 
from my 

past grad student 
Ben Farr

~12 hours later …
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phenomenological approach [30–33] based on extending fre-
quency domain PN expressions and hybridizing PN/EOB with
NR waveforms. In particular, here we use the double-spin,
nonprecessing waveform model developed in Ref. [34], us-
ing NR waveforms from Ref. [35], enhanced with reduced-
order modeling to speed up waveform generation [36, 37]
(henceforth, EOBNR), and the single-e↵ective–spin, precess-
ing waveform model of Refs. [38–40] (henceforth, IMRPhe-
nom).2 Both models are calibrated against waveforms from
direct numerical integration of the Einstein equations.

As shown in Refs. [3, 34, 39, 41, 42], in the region of pa-
rameter space relevant for GW150914, the error due to dif-
ferences between the two analytical waveform models (and
between the analytical and numerical-relativity waveforms) is
smaller than the typical statistical uncertainty due to the fi-
nite SNR of GW150914. To assess potential modeling sys-
tematics, we collected existing NR waveforms and generated
targeted new simulations [43–48]. The simulations were gen-
erated with multiple independent codes, and sample the pos-
terior region for masses and spins inferred for GW150914.
To validate the studies below, we added (publicly available
and new) NR waveforms as mock signals to the data in the
neighbourhood of GW150914 [35, 48]. A further possible
cause for systematics are uncertainties in the calibration of the
gravitational-strain observable in the LIGO detectors. These
uncertainties are modeled and included in the results pre-
sented here according to the treatment detailed in Ref. [3].

Residuals after subtracting the most-probable waveform
model. The bursts analysis [49], which uses unmodeled tem-
plates, can be used to test the consistency of GW150914 with
waveform models derived from GR. Using the LALInfer-
ence [50] Bayesian-inference software library, we identify the
most-probable waveform or, equivalently, the maximum a pos-
teriori (MAP) binary black-hole waveform [3], compute its
e↵ect in the Livingston and Hanford detectors, and then sub-
tract it from the data. If the data are consistent with the the-
oretical signal, no detectable power should remain after sub-
traction other than what is consistent with instrumental noise.
We analyze the residual with the BayesWaves [51] algorithm
developed to characterize generic GW transients. BayesWave
uses the evidence ratio (Bayes factor) to rank competing hy-
potheses given the observed data. We compare predictions
from models in which: (i) the data contain only Gaussian
noise; (ii) the data contain Gaussian noise and uncorrelated
noise transients, or glitches, and (iii) the data contain Gaus-
sian noise and an elliptically polarized GW signal. We com-
pute the signal-to-noise Bayes factor, which is a measure of
significance for the excess power in the data, and the signal-
to-glitch Bayes factor, which measures the coherence of the
excess power between the two detectors. We also apply the
same analysis to 100 4-second long segments of data drawn

2 The specific names of the two waveform models that we use in the
LIGO Algorithm Library are SEOBNRv2 ROM DoubleSpin and IMR-
PhenomPv2.
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FIG. 2. 90% credible regions for the waveform (upper panel) and
GW frequency (lower panel) of GW150914 versus time as estimated
by the LALInference analysis [3]. The solid lines in each panel in-
dicate the most probable waveform from GW150914 [3] and its GW
frequency. We mark with a vertical line f end insp

GW = 132 Hz, which is
used in the IMR consistency test to delineate the boundary between
the inspiral and post-inspiral parts.

within a few minutes of GW150914, and produce the cumu-
lative distribution functions of Bayes factors shown in Fig. 1.
We find that, according to the burst analysis, the GW150914
residual is not statistically distinguishable from the instrumen-
tal noise recorded in the vicinity of the detection, suggesting
that all of the measured power is well represented by the GR
prediction for the signal from a binary black-hole merger. The
results of this analysis are very similar regardless of the MAP
waveform used (i.e., EOBNR or IMRPhenom).

We compute the 95% upper bound on the coherent net-
work SNRres identified by the unmodeled-burst search in the
GW150914 residual after subtracting the MAP waveform.
This upper bound is SNRres  7.3 at 95% confidence, inde-
pendently of the MAP waveform used (i.e., EOBNR or IMR-
Phenom). We note that this unmodeled-burst SNR has a dif-
ferent meaning compared to the (modeled) matched-filtering
binary-coalescence SNR of 24 cited for GW150914. Indeed,
the upper-limit SNRres inferred for GW150914 lies in the typ-
ical range for the data segments around GW150914 (see the
bottom panel of Fig. 1), so it can be attributed to instrument
noise alone.

If we assume that SNRres is entirely due to the mismatch be-
tween the MAP waveform and the underlying true signal, and
that the putative violation of GR cannot be reabsorbed in the
waveform model by biasing the estimates of the physical pa-
rameters [52, 53], we can constrain the minimum fitting factor
(FF) [54] between the MAP model and GW150914. An im-
perfect fit to the data leaves SNR2

res = (1 � FF2) FF�2 SNR2
det

[55, 56] where SNRdet =25.3+0.1
�0.2 is the network SNR inferred

by LALInference [3]. SNRres  7.3 then implies FF � 0.96.
Considering that, for parameters similar to those inferred for



Advanced LIGOAn “advanced” Laser Interferometric Gravitational-
Wave Detector (Network)

2010

2015

2018

2020+



GW150914: Binary BH merger rate

BUT … search reveals many more triggers (<2 sigma)
what if we assume they are all from the same population 
accounting for their probability of being astrophysical?

6-400 Gyr^3 per yr

assumed to be constant 
within current sensitive volume

out to z~0.5

for GW150914-like BBH mergers:
2 - 53 per Gpc^3 per yr



BBH Formation from Isolated Binaries

The Astrophysical Journal, 779:72 (13pp), 2013 December 10 Dominik et al.

Figure 10. Evolutionary diagram illustrating the example in Section 5.1,
BH–BH paragraph. MS–main sequence, HG–Hertzsprung gap, CHeB–core
helium burning, WR–Wolf–Rayet. From the top: I panel: progenitors at ZAMS,
II panel: non-conservative, stable mass transfer from an HG donor (primary)
to the companion, III panel: a WR star prior to an SN explosion (primary) and
a rejuvenated companion, IV panel: CE event with a CHeB donor (secondary)
and a BH accretor (primary), V panel: the binary immediately after the CE, and
VI panel: the formation of a BH–BH system.
(A color version of this figure is available in the online journal.)

compact object formation. The first model (the Standard model)
utilizes the current state-of-the-art description of physical mech-
anisms governing DCOs. In particular, it uses a Rapid explosion
engine, which yields results accurately describing the mass dis-
tribution of X-ray binaries (see Section 3.2.1, and references
therein). Another major improvement in the model is the realis-
tic treatment of the CE parameter λ, which now depends on the
evolutionary stage, radius, mass, metallicity, etc. of the donor
star. The three subsequent models explore alternative outcomes
of binary evolution and the resulting properties of remnants. The
mechanisms investigated in these models are the sensitivity of
the CE outcome to the type of donor, the Delayed SN explosion
mechanism, and the natal kick survivability of DCOs contain-
ing BHs (see Section 3.2.2). Additionally, for each model, we
created a grid of 11 metallicities to account for the chemical evo-
lution throughout the lifetime of the universe. We present both
the intrinsic and the observer-frame merger rates as a function
of redshift.

The variation in the rates of our different binary systems as a
function of redshift depends upon metallicity, as well as CE and
SN physics. In this paper, we have studied how these impact
the rates for different types of DCOs. Here, we review our main
findings.

We find that NS–NS systems merge most efficiently at low
redshifts (z ! 1; see Figures 3 and 5), where metallicities
become relatively high (∼0.5 Z⊙). However, in the case of the
Optimistic CE model, the merger rate densities peak at higher

redshifts (z ∼ 2–3). This results from relaxing the condition for
the termination of binaries initiating a CE with an HG donor.
This Optimistic CE treatment enriches the merging population
with systems with short merger times. As a result, the overall
number of NS–NS systems increases and, due to the shorter
merger times, these systems coalesce earlier (see Sections 3.2.2
and 5.2).

BH–NS systems merge most infrequently in all but one of
the models. The exception is the Full BH Kicks model, where
full natal kicks are applied to BH remnants. The kicks eliminate
binaries containing BHs from the populations by disrupting
them. However, this does not affect BH–NS systems as strongly
as BH–BH systems since the former systems contain only
one BH. In general, the low merger rates of BH–NS systems
arise from their unique mixed nature. Forming two different
compact objects in a single binary generally requires the masses
of the progenitors to be significantly separated. This plays an
important role at first contact between the components, since if
the mass ratio of the binary is larger than 2–3 the otherwise-
stable mass transfer through RLOF may become a CE event.
These episodes often cause a premature merger and eliminate
further binary evolution. Another important factor in making the
BH–NS systems small in numbers is that the progenitors do not
have a large range of masses to draw from. The upper limit is set
by the binary containing enough mass to form a BH–BH system
instead, while the lower limit is set by not having enough mass
and instead forming an NS–NS system.

For BH–BH systems, the highest merging efficiency occurs
earlier in the universe when compared with other DCOs (z ∼
4–6). This arises from the fact that these systems form most
efficiently at the lowest metallicities. For any of the two
scenarios of metallicity evolution, the Optimistic CE model
blurs this trend. In this case, the population is enriched by
BHs, which originated from high-metallicity environments (see
Section 5.2). Another interesting case is the model with High
BH Kicks, where BH–BH systems are efficiently disrupted by
natal kicks throughout the lifetime of the universe. This is
clearly visible in the bottom panel of Figures 3 and 5. The
kicks affect high-mass systems the most. As a consequence
of the full natal kicks, the formation and merger rates for
BH–BH systems in low-metallicity galaxies (higher redshifts)
are reduced significantly and this effect is even more dramatic
for high-metallicity environments (lower redshifts; see Figures 8
and 9). The High BH Kicks model produces a difference
between the merger rates in the observer frame of BH–BH
and NS–NS systems that is roughly 100 times larger than
within the Standard model. This may be a promising avenue
for determining the magnitude of the natal kicks imparted to
BHs during their formation.

Since (only) NS–NS systems have been observed, we can use
observed rates to put constraints on our models. The NS–NS
merger rates in each of our models, at z ∼ 0, fit within the
observational limits for NS–NS systems in the Milky Way:
34.8–2204 yr−1 Gpc−3 (Kim et al. 2006), using the galaxy
density ρgal = 0.0116 Mpc−3. Petrillo et al. (2013) used the
observed rate of short GRBs to calculate the merger rates of
NS–NS and BH–NS systems, since these systems are thought to
be the progenitors of short GRBs. The resulting merger rates of
DCOs (NS–NS + BH–NS) in the local universe ranges between
500 and 1500 Gpc−3 yr−1. At z ∼ 0, our models find an NS–NS
merger rate of ∼100 Gpc−3 yr−1, with a BH–NS rate lower by
a factor of ∼10. However, the authors of the aforementioned
study state that their results are sensitive primarily to the poorly
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Figure 10. Evolutionary diagram illustrating the example in Section 5.1,
BH–BH paragraph. MS–main sequence, HG–Hertzsprung gap, CHeB–core
helium burning, WR–Wolf–Rayet. From the top: I panel: progenitors at ZAMS,
II panel: non-conservative, stable mass transfer from an HG donor (primary)
to the companion, III panel: a WR star prior to an SN explosion (primary) and
a rejuvenated companion, IV panel: CE event with a CHeB donor (secondary)
and a BH accretor (primary), V panel: the binary immediately after the CE, and
VI panel: the formation of a BH–BH system.
(A color version of this figure is available in the online journal.)

compact object formation. The first model (the Standard model)
utilizes the current state-of-the-art description of physical mech-
anisms governing DCOs. In particular, it uses a Rapid explosion
engine, which yields results accurately describing the mass dis-
tribution of X-ray binaries (see Section 3.2.1, and references
therein). Another major improvement in the model is the realis-
tic treatment of the CE parameter λ, which now depends on the
evolutionary stage, radius, mass, metallicity, etc. of the donor
star. The three subsequent models explore alternative outcomes
of binary evolution and the resulting properties of remnants. The
mechanisms investigated in these models are the sensitivity of
the CE outcome to the type of donor, the Delayed SN explosion
mechanism, and the natal kick survivability of DCOs contain-
ing BHs (see Section 3.2.2). Additionally, for each model, we
created a grid of 11 metallicities to account for the chemical evo-
lution throughout the lifetime of the universe. We present both
the intrinsic and the observer-frame merger rates as a function
of redshift.

The variation in the rates of our different binary systems as a
function of redshift depends upon metallicity, as well as CE and
SN physics. In this paper, we have studied how these impact
the rates for different types of DCOs. Here, we review our main
findings.

We find that NS–NS systems merge most efficiently at low
redshifts (z ! 1; see Figures 3 and 5), where metallicities
become relatively high (∼0.5 Z⊙). However, in the case of the
Optimistic CE model, the merger rate densities peak at higher

redshifts (z ∼ 2–3). This results from relaxing the condition for
the termination of binaries initiating a CE with an HG donor.
This Optimistic CE treatment enriches the merging population
with systems with short merger times. As a result, the overall
number of NS–NS systems increases and, due to the shorter
merger times, these systems coalesce earlier (see Sections 3.2.2
and 5.2).

BH–NS systems merge most infrequently in all but one of
the models. The exception is the Full BH Kicks model, where
full natal kicks are applied to BH remnants. The kicks eliminate
binaries containing BHs from the populations by disrupting
them. However, this does not affect BH–NS systems as strongly
as BH–BH systems since the former systems contain only
one BH. In general, the low merger rates of BH–NS systems
arise from their unique mixed nature. Forming two different
compact objects in a single binary generally requires the masses
of the progenitors to be significantly separated. This plays an
important role at first contact between the components, since if
the mass ratio of the binary is larger than 2–3 the otherwise-
stable mass transfer through RLOF may become a CE event.
These episodes often cause a premature merger and eliminate
further binary evolution. Another important factor in making the
BH–NS systems small in numbers is that the progenitors do not
have a large range of masses to draw from. The upper limit is set
by the binary containing enough mass to form a BH–BH system
instead, while the lower limit is set by not having enough mass
and instead forming an NS–NS system.

For BH–BH systems, the highest merging efficiency occurs
earlier in the universe when compared with other DCOs (z ∼
4–6). This arises from the fact that these systems form most
efficiently at the lowest metallicities. For any of the two
scenarios of metallicity evolution, the Optimistic CE model
blurs this trend. In this case, the population is enriched by
BHs, which originated from high-metallicity environments (see
Section 5.2). Another interesting case is the model with High
BH Kicks, where BH–BH systems are efficiently disrupted by
natal kicks throughout the lifetime of the universe. This is
clearly visible in the bottom panel of Figures 3 and 5. The
kicks affect high-mass systems the most. As a consequence
of the full natal kicks, the formation and merger rates for
BH–BH systems in low-metallicity galaxies (higher redshifts)
are reduced significantly and this effect is even more dramatic
for high-metallicity environments (lower redshifts; see Figures 8
and 9). The High BH Kicks model produces a difference
between the merger rates in the observer frame of BH–BH
and NS–NS systems that is roughly 100 times larger than
within the Standard model. This may be a promising avenue
for determining the magnitude of the natal kicks imparted to
BHs during their formation.

Since (only) NS–NS systems have been observed, we can use
observed rates to put constraints on our models. The NS–NS
merger rates in each of our models, at z ∼ 0, fit within the
observational limits for NS–NS systems in the Milky Way:
34.8–2204 yr−1 Gpc−3 (Kim et al. 2006), using the galaxy
density ρgal = 0.0116 Mpc−3. Petrillo et al. (2013) used the
observed rate of short GRBs to calculate the merger rates of
NS–NS and BH–NS systems, since these systems are thought to
be the progenitors of short GRBs. The resulting merger rates of
DCOs (NS–NS + BH–NS) in the local universe ranges between
500 and 1500 Gpc−3 yr−1. At z ∼ 0, our models find an NS–NS
merger rate of ∼100 Gpc−3 yr−1, with a BH–NS rate lower by
a factor of ∼10. However, the authors of the aforementioned
study state that their results are sensitive primarily to the poorly
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Fig. 7.— BH-BH binaries detectable by aLIGO: Same as
Figure 5, but for BH-BH binaries in the high-end metallicity sce-
nario. Some of the sharp features in the chirp mass distribution
are an artifact of the crude binning in metallicity undertaken for
computational reasons; see the discussion in section 5.3.

provide a direct diagnostic of the dominant physical ef-
fects in DCO formation (Gerosa et al. 2013). Spin effects
only marginally increase BH-NS rates, but (as discussed
at the beginning of this section) tidal disruption, which
we neglected, may have the opposite effect.

5.3. Astrophysical properties of observable DCOs

We now turn to a more detailed analysis of the ob-
servable properties of DCOs. For concreteness we will
focus on aLIGO results for the “Standard model” and
nonspinning PhC waveforms, unless stated otherwise.

NS-NS. By comparing Tables 2 and 3 we see that the
detection rates of NS-NS systems are not sensitive to
our differing metallicity evolution scenarios. For simplic-
ity, we therefore only discuss our results for the high-end
metallicity evolution scenario.
As shown in our previous work (Dominik et al. 2012),

NS-NS systems are efficiently created in metal-rich envi-
ronments. The observable population shares this trait,
and half of the observable systems originate from so-
lar metallicities and higher. As the average metallic-
ity content of the Universe correlates with time and
as most DCOs preferentially merge shortly after forma-
tion (i.e., the time delay distribution is ∝ t−1

merger; see
Dominik et al. (2012)), the birth rate of detectable NS-
NS systems peaks at 13 Gyrs after the Big Bang (see
Fig. 5). The most distant detectable system has a merger
redshift z ∼ 0.13 (or luminosity distance LD = 610 Mpc).
The range of possible chirp masses in the third panel

from the top of Figure 5 is limited at the low end
(> 0.87M⊙) by the 1M⊙ minimum birth mass for NS
and is limited at the high end by the (assumed) maxi-
mum mass for a NS (mNS < 2.5M⊙;Mc < 2.1M⊙). The
birth mass, in turn, is set by supernova physics, which
we have implemented as the Rapid or Delayed SN en-
gine (Fryer et al. 2012). For this reason the NS mass
difference between the SN engines is intrinsic to the en-
tire merging population of NS-NS systems. Therefore,
this observable feature should be available to any of the
detectors considered in this study.
The chirp mass distributions for Standard and Opti-

mistic CE models span the range from 0.9 M⊙ to 1.6 M⊙.
The Delayed SN model results in a notably different NS
mass distribution, favoring heavier masses. As the SN
explosion in the Delayed engine lasts longer, more mat-
ter is accreted onto the proto–NS (which is more massive
than in the Rapid engine scenario), allowing the forma-
tion of more massive remnants (cf. Figure 5). The max-
imum allowed NS mass in this model is 2.5 M⊙, and in
extreme (but very rare) cases this mass is approached;
the maximum chirp mass for a detectable system in our
Monte Carlo simulation was 2.1 M⊙, corresponding to
both components close to the maximum allowed limit.
For comparison, chirp masses of NS-NS systems in the
models utilizing the Rapid SN engine (Standard, Opti-
mistic CE and High BH kick) never exceed 1.7 M⊙. Such
extremely high masses are rare for all engines, however,
and the majority of chirp masses are much lower, as seen
in Figure 5. The presence of more massive systems in
the Delayed SN models extends the horizon of NS-NS
detectability to z ∼ 0.16 (LD = 765 Mpc).
Lastly, we note that Standard and High BH kick mod-

els are identical for NS-NS systems. The difference be-
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also lead to the removal of their hydrogen envelopes. The
result for metallicity ∼ 0.5 Z⊙ is a clustering of BH-BH
systems formed from the most massive binaries at masses
around 16 M⊙ for each component. This produces the
peak in the chirp mass distribution at ∼ 14 M⊙.
Reducing the metallicity content by another factor of 2

(to ∼ 0.25 Z⊙) allows the same mechanism to form BH-
BH systems with masses clustering at around 24 M⊙ for
each component. These systems form the peak in the
chirp mass distribution at ∼ 21 M⊙.
The grouping effect disappears when reducing the

metallicity abundance in BH progenitors even further.
For example, at 0.1 Z⊙ the low wind mass loss rate does
not increase the separation between components as sig-
nificantly as for higher metallicities. Consequently, the
most massive progenitor binaries engage in a CE phase
early in their evolution. This usually happens when the
donor is on the HG and the Standard model does not
allow for successful outcomes of such CEs. However, this
scenario is allowed to form BH-BH systems in the Opti-
mistic CE model, yielding the peak present in the chirp
mass distribution at ∼ 29 M⊙.
As discussed above, the chirp mass distribution in sce-

nario C depends sensitively on the mass loss rate of stars,
which depends strongly on metallicity. Binary evolu-
tion for 0.5 Z⊙ and 0.25 Z⊙ creates sharp peaks in the
chirp mass distribution of BH-BH systems. In the dis-
crete metallicity grid simulated in this study, there are no
metallicity points between 0.5 Z⊙ and 0.25 Z⊙. Targeted
follow-up investigations indicate that metallicity choices
between 0.5Z⊙ and 0.25Z⊙ lead to additional sharp peaks
in the chirp mass distribution between 14 M⊙ – 21 M⊙.
We expect that an integral over a fine grid with appro-
priately small step sizes in metallicity would lead to all
of these narrow peaks merging together to form a single
broad distribution without sharp features. However, we
cannot confidently describe the shape of this distribution
without a more detailed investigation with a fine grid of
metallicities, which is not computationally tractable at
present.
Finally, the peak in the chirp mass distribution at

∼ 7 M⊙ in the Standard model is formed from systems
born in 0.5–1 Z⊙ environments. These are low-mass BHs
(usually 8–9 M⊙ per component) formed in the A sce-
nario. This formation is particularly interesting as it
does not appear in the Delayed SN model, with the dif-
ference stemming from the different fallback scenarios in
the Rapid and Delayed engines. With the Rapid engine,
we can distinguish the three fallback regions. However,
the Delayed engine predicts one region of partial fallback
for 3.5 M⊙ < MCO ≤ 11 M⊙ and one region of full fall-
back MCO ≥ 11 M⊙ (identical to the C scenario in the
Rapid engine). Since partial fallback implies the pres-
ence of natal kicks and, therefore, increased probability
of binary disruption, there are no “preferred” masses for
the lightest BHs in the Delayed SN engine (see dashed
line on the 3rd panel, Fig. 7) as in the Rapid engine.
The Standard and Delayed SN models also yield dif-

ferent lower mass limits for BH remnants (see Section
2). For the “Rapid engine” scenario the lowest-mass BH

is ∼ 5 M⊙, while for the “Delayed engine” scenario the
lowest-mass BH is ∼ 2.5 M⊙ (this is also the highest NS
mass adopted in our StarTrack calculations). As a re-
sult, the detectable systems with the lowest total mass
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Fig. 8.— Mass ratio (q) detection probability distribution
for BH-BH systems. It is clear that one should expect that
the vast majority of detectable BH-BH systems will be formed of
nearly equal mass components. The lowest values of q among the
detected systems are 0.05 for the Delayed SN model and 0.12 for the
remaining models. For each model the probability is normalized to
the total number of detections for this model.

have Mc = 4.8 M⊙ and Mc = 2.4 M⊙ in the Rapid and
Delayed engine scenarios, respectively.
Additionally, regardless of our evolutionary models the

majority BH-BH systems are formed with nearly equal
mass components. Therefore, systems with mass ra-
tions ∼ 1 dominate the detected population, as shown
in Fig. 8. For the Delayed SN model the detectable BH-
BH systems with the lowest mass ratio have q ≈ 0.05.
For the remaining models this value is q ≈ 0.12.
For future reference we also present the initial–final

mass relation for close BH-BH systems in Fig. 9. The
relation is divided into the primary (more massive at
ZAMS) and secondary (less massive) component for two
metallicity values (Z⊙ and 0.1Z⊙), for the Standard
model. It is clearly visible that binary evolution dis-
torts the initial-final mass relation for single stars in both
mass dimensions. In the initial mass dimension, the ab-
sence of BHs forming from stars with ZAMS mass above
∼ 70 M⊙ is a direct consequence of the assumption of
the negative (merger) CE outcome for HG donors in our
Standard model. In our framework more massive stars
have larger radii and, therefore, are more likely to en-
gage in CE while the donor is on the HG rather than
on later evolutionary stages. If this assumption was re-
laxed (Optimistic CE model) the maximum BH mass
reached in close BH-BH systems is found to be 150 M⊙

for both metallicities. In the final mass dimension, binary
evolution prevents remnant components from reaching
masses as high as those formed from single progenitors.
Whereas single stars shed mass only through winds, bina-
ries may also remove mass through interactions like the
non-conservative mass transfer and/or CE events, which
consequently lowers the mass of the remnants.
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Figure 3. Luminosity function of globular cluster systems in the seven target galaxies (black histogram). Solid lines overplot the best log-normal fit for the combined
global sample. Shaded parts of the histograms show super-luminous objects, defined by Equation (3). Note that in this graph a simple power-law form for N (L) would
be a straight line.
(A color version of this figure is available in the online journal.)

which are more frequent at colors redder than the GC sequences.
In the case of ESO444, we have also cross-correlated our objects
with the catalog of nucleated dwarf galaxies identified by John
Blakeslee in program GO-10429. We found only four objects
in common and eliminated those. The 0.′′02 angular resolution
limit above which we could reliably identify nonstellar objects
(see Harris 2009a) corresponds to a linear resolution of ∼20 pc
at the average distance of our BCG targets. This limit is not low
enough to distinguish many or most UCDs from luminous GCs,
so our sample is likely to include some UCDs at the high-L end
(see the discussion in Section 4).

Figure 3 shows the resulting GCLFs for each of the seven
BCGs. At the lowest plotted luminosity, LI = 105 L⊙ (which is
closely similar to the fiducial GCLF turnover luminosity), three
systems are complete to at least 50% at that level and the others
are essentially complete to ∼100%.

We fit a log-normal (Gaussian in log L) distribution to the
GCLF in the I band

dN

d log L
= N0 exp

[
− (log L − log L0)2

2σ 2
L

]
, (1)

for clusters within a chosen range Lmin < LI < Lmax described
below. (NB: by log we denote logarithm base-10.) To convert
MI to LI , we adopt MI (⊙) = 4.08. The free parameters are the
turnover (peak) luminosity L0 and the Gaussian dispersion σL,
while N0 is constrained by the total number of clusters.

We bin the data evenly spaced in log L and, for consistency,
we use the same bin size for all seven systems in the survey. We
have experimented with varying the bin size from 0.01 dex to
0.1 dex and calculated the average χ2 per number of degrees of

freedom (ndof) of individual galaxy fits. It is defined as

χ2 =
∑

i

(Ni,obs − Nexp(Li |L0, σL,N0))2

(∆Ni,obs)2
, (2)

where Ni,obs is the observed and completeness-corrected number
of clusters in bin i, Nexp is the expected number from the fitting
function above, and ∆Ni,obs = N

1/2
i,obs is the Poisson counting

uncertainty. The number of degrees of freedom is the number
of bins minus 3, accounting for L0, σL, and N0. The minimum
χ2/ndof occurs at δ log L = 0.02 dex, which we adopt for
our analysis. This choice also results in a statistically optimum
number of bins ≈ N

1/2
tot .

Limiting the range of luminosity for constraining the fit
parameters is necessary because at low L the cluster counts
are incomplete in both B and I, and at high L the log-normal
function does not account for any superluminous clusters that
form an extended tail to the LF (see Section 4 below). We
have varied log Lmin (in Solar units) from 5.0 to 5.3 in steps
of 0.1, and calculated χ2/ndof for each system. Values of 5.1
and 5.2 gave similar fits for most galaxies, and therefore we
adopt log Lmin = 5.1 to include more clusters in our analysis.
This limit is also conservatively brighter (by about 1 mag) than
the I-band completeness limit of the photometry, but is near the
B-band limit for the reddest GCs. For one system (ESO509) we
found that lowering log Lmin to 4.7 gave the most robust fit.

The upper Lmax to the fitted range is determined by an iterative
procedure. First, we set Lmax → ∞ and find the best-fitting
log-normal function for all clusters above Lmin. Given this fit,
we define Lmax as the limit above which the integrated GCLF
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another important result of our simulations, as it implies that NS–NS
mergers are suppressed at low metallicity.

As a first-order approximation, we can assume that the merger
rate of NS–NS binaries in the local Universe is included in this range
of values, i.e. 0.03 Mpc−3 Myr−1 ≤ RNS−NS ≤ 0.15 Mpc−3 Myr−1.
In equation (5), we assume that RNS−NS does not change signifi-
cantly with time. This approximation is reasonable for the distance
range of Advanced LIGO and VIRGO (see the short discussion at
the end of this section).

Finally, the merger rate of NS–BH binaries is RNS−BH <

10−4 Mpc−3 Myr−1 for all considered metallicities, as we found
no simulated systems with coalescence time-scale shorter than the
Hubble time. In our simulations, NS–BH systems are much less
common than BH–BH binaries, since the latter are favoured by
dynamical exchanges with respect to the former.

Our estimates of the merger rate show that there is a possible
trend with metallicity: the mergers of NS–NS binaries are favoured
at high metallicity (∼Z⊙), while the mergers of BH–BH binaries
are more frequent at low metallicity (∼0.01−0.1 Z⊙). We recall
that Z = 0.01 Z⊙ is the typical metallicity of GCs in the Milky Way
(e.g. Harris 1996), Z = 0.1 Z⊙ is the metallicity of many irregular
galaxies and dwarf galaxies in the local Universe (e.g. Mapelli et al.
2010a), while a metallicity close to solar is normally found in the
bulges of giant spiral galaxies and elliptical galaxies (e.g. Pilyugin,
Vı́lchez & Contini 2004). Furthermore, a metallicity gradient (with
Z decreasing at larger distance from the centre) has been found
in most local late-type galaxies (Pilyugin et al. 2004). Thus, the
metallicity of the local Universe is quite patchy, with a preference
for higher metallicity at the centre of the most massive galaxies and
for lower metallicity in the outskirts of massive galaxies as well as
in dwarf and irregular galaxies.

Furthermore, the Sloan Digital Sky Survey shows that the SF in
the last Gyr has a bimodal distribution: about half of it occurs at
solar metallicity, while the remaining half takes place at Z ∼ 0.1 Z⊙
(Panter et al. 2008). Therefore, we expect that about half of the YSCs
that formed in the last Gyr have Z ∼ Z⊙, while the remaining half
have Z ∼ 0.1 Z⊙. In contrast, a negligible fraction of YSCs formed
at Z = 0.01 Z⊙ in the last Gyr.

If we assume (as suggested by Panter et al. 2008) that half of
the YSCs that formed in the last Gyr have Z ∼ Z⊙, while the re-
maining half have Z ∼ 0.1 Z⊙, the rate of mergers we expect today
from our simulated YSCs (using equations 5 and 3) is RNS−NS ∼
0.10 Mpc−3 Myr−1 and RBH−BH ∼ 1.7 × 10−3 Mpc−3 Myr−1, for
NS–NS and BH–BH binaries, respectively.

The aforementioned values of RNS−NS and RBH−BH have been
derived from the typical properties of YSCs in the local Universe
and assuming a metallicity mixture valid for the last Gyr (i.e. up to
redshift z ∼ 0.1). Are they valid over the entire distance range of
Advanced LIGO and VIRGO? According to Abadie et al. (2010),
the distance range of Advanced LIGO and VIRGO will be
∼200 Mpc (z ∼ 0.05) and 1 Gpc (z ∼ 0.2) for NS–NS and BH–BH
mergers, respectively. Thus, we can conclude that our estimated
merger rates are fairly uniform (within the uncertainties) across the
range of Advanced LIGO and VIRGO, especially in the case of
NS–NS mergers.

We recall that the DCOBs that form in YSCs will be ejected to
the field as a consequence of evaporation, natal kicks and three-
body encounters, and because of the disruption of the parent YSCs
by the tidal field of the host galaxy. Thus, the merger rate we
estimate in this section represents the expected merger rate for
the field. This is very important, as previous studies estimated the
merger rate either for long-lived GCs (e.g. O’Leary et al. 2006;

Figure 8. Comparison of our predictions for the merger rates of NS–NS,
NS–BH and BH–BH binaries with some of the most representative estimates
available in the literature. From top to bottom: Siellez, Boër & Gendre
(2014); Coward et al. (2012); our paper; O’Leary et al. (2006); Sadowski
et al. (2008); Dominik et al. (2013) and Abadie et al. (2010). The predicted
merger rates for Dominik et al. (2013) span from their ‘standard’ to their
‘optimistic CE’ model (see fig. 1 in Dominik et al. 2013).

Downing et al. 2010, 2011) or for the field (e.g. Belczynski et al.
2010a; Dominik et al. 2012, 2013). In previous work, the effect
of dynamics has been included only in the estimate of the merger
rate within GCs, while field binaries have been assumed to form
and evolve in isolation (through population synthesis codes). On
the other hand, it is well known that most stars form in YSCs and
evolve dynamically via three-body encounters, before being ejected
into the field. Our results show that the estimate of the merger rate
in the field should account for dynamical evolution.

4.2 Comparison with previous work

Fig. 8 compares our predictions of the merger rates with some of
the most representative estimates available in the literature. From
this figure, it is apparent that our prediction of RNS−NS is fairly
consistent with the estimate derived from short gamma-ray bursts
(Coward et al. 2012; Siellez et al. 2014).

Furthermore, our results for RNS−NS and RBH−BH are consistent
with the estimates provided in Abadie et al. (2010). In contrast,
our results for RNS−BH are significantly lower than predicted by
Abadie et al. (2010). We recall that the value of RNS−NS reported
by Abadie et al. (2010) is derived from the observed rate of NS–NS
binaries in the Milky Way (Kalogera et al. 2004), while the values of
RNS−BH and RBH−BH are obtained from population synthesis codes
(O’Shaughnessy et al. 2008 and Kalogera et al. 2007, respectively)
and are only indirectly constrained by the SN rate.

The main differences between the approach presented in Abadie
et al. (2010) and ours are the following: (i) the estimates presented in
Abadie et al. (2010) are based on population synthesis simulations of
isolated binaries and do not account for the fact that most stars form
in YSCs; (ii) the mass spectrum of BHs is significantly different; (iii)
Abadie et al. (2010) assume that most galaxies in the local Universe
are Milky Way analogues, while in this paper, we adopt the cosmic
SFR by Hopkins & Beacom (2006). The fact that we account for
the dynamical evolution of YSCs and include more massive BHs
than Abadie et al. (2010) affects the results significantly, as the
formation of BH–BH binaries is enhanced with respect to that of
NS–BH systems. In general, our simulated DCOBs cannot evolve in
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FIG. 1. Expected sensitivity of the network of advanced LIGO and Virgo detectors to the Fiducial field model. Left panel:
Energy density spectra are shown in blue (solid for the total background; dashed for the residual background, excluding resolved
sources, assuming final advanced LIGO and Virgo [1, 2] sensitivity). The pink shaded region “Poisson” shows the 90% CL
statistical uncertainty, propagated from the local rate measurement, on the total background. The black power-law integrated
curves show the 1� sensitivity of the network expected for the two first observing runs O1 and O2, and for 2 years at the design
sensitivity in O5. (O3 and O4 are not significantly di↵erent than O5; see Table I.) If the astrophysical background spectrum
intersects a black line, it has expected SNR � 1. In both panels we assume a coincident duty cycle of 33% for O1 (actual) and
50% for all other runs (predicted). Right panel: Predicted SNR as a function of total observing time. The blue lines and pink
shaded region have the same interpretation as in the left panel. Each observing run is indicated by an improvement in the
LIGO-Virgo network sensitivity [35], which results in a discontinuity in the slope. The thresholds for SNR = 1, 3 (false-alarm
probability < 3⇥ 10�3) and 5 (false-alarm probability < 6⇥ 10�7) are indicated by horizontal lines.

trum for binary inspirals is an example. A power-law in-184

tegrated curve is calculated by taking the locus of power-185

law spectra that have expected SNR = 1, where [5]:186

SNR =
3H2

0

10⇡2

p
2T

2

4
Z 1

0

df
nX

i=1

X

j>i

�2

ij(f)⌦
2

GW

(f)

f6Pi(f)Pj(f)

3

5
1/2

,

(4)
for a network of detectors i = 1, 2, · · · , n. Hence, if187

the spectrum of an astrophysical background intersects188

a black curve, then it has an expected SNR � 1. In Eq.189

4, Pi(f) and Pj(f) are the one-sided strain noise power190

spectral densities of two detectors; �ij(f) is the normal-191

ized isotropic overlap reduction function [41, 42]; and T192

is the accumulated coincident observation time. While193

Eq. 4 is derived by assuming a Gaussian background [5],194

it can also be applied to non-Gaussian backgrounds (with195

signals that are clearly separated in time) such as the bi-196

nary black hole background considered here [43]. The197

di↵erent black curves shown in this plot illustrate the198

improvement in expected sensitivity in the coming years.199

Following [35, 39], we consider five di↵erent phases, de-200

noted O1 to O5, corresponding to the first five observing201

runs, summarized in Table I. For clarity, we show only202

the O1, O2, and O5 power-law integrated curves since203

the di↵erences between the projected sensitivities for O3,204

O4, and O5 are relatively small. In Fig. 1b, we plot the205

expected accumulated SNR for the Fiducial model as206

a function of total observation time. For both the sen-207

sitivity curves and the accumulated SNR, we assume a208

coincident duty cycle for each pair of detectors of 33% for209

O1 (actual) and 50% for all other runs (predicted). The210

total background associated with the Fiducial model211

could be identified with SNR = 3, corresponding to false212

alarm probability < 3⇥10�3, after approximately 6 years213

of observing. In the most optimistic scenario given by214

statistical uncertainties, the total background could be215

identified after 1.5 years with SNR = 3 and after approx-216

imatively 2 years with SNR = 5, which is even before217

design sensitivity is reached. It would take about 2 years218

of observing to achieve SNR = 3 and about 3.5 years for219

SNR = 5 for the optimistic residual background. The220

most pessimistic case considered here is out of reach of221

the advanced detector network but is in the scope of third222

generation detectors.223

Alternative Models — We now investigate the impact of224

possible variations on the Fiducial model. We consider225

the following alternatives:226

• AltSFR di↵ers from the Fiducial model in as-227

suming a di↵erent SFR proposed by Tornatore et228

al. [44], who combined observations and simulations229

at higher redshift; the formation rate is assumed230
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FIG. 2. Energy density spectra for the di↵erent models sum-
marized in the text. The pink shaded region “Poisson” shows
the 90% CL statistical uncertainty propagated from the local
rate measurement, on the Fiducial model. The black dashed
curve shows the design sensitivity of the network of Advanced
LIGO [1, 2] and Virgo [36, 37]; see Tab. I. If the astrophysical
background spectrum intersects with the dashed black line, it
has expected SNR � 1.

direction of orbital momentum, but spins in the orbital310

plane are not constrained. Preliminary studies suggest311

that ⌦
GW

(f) could change by a factor of . 2 for models312

including spin.313

Conclusions and discussion — The detection of gravita-314

tional waves from GW150914 is consistent with the ex-315

istence of high-mass binary black hole mergers with a316

coalescence rate of tens per Gpc3 per year. As a con-317

sequence, the stochastic background from binary black318

holes is expected to be at the higher end of previous319

predictions (see, e.g., [7–13]). We have shown that, for320

the Fiducial field model, the energy density spectrum321

is ⌦
GW

(f = 25Hz) = 1.1+2.7
�0.9 ⇥ 10�9 with 90% confi-322

dence. This, in turn, implies that the background may323

be measured by the network of advanced LIGO and Virgo324

detectors operating at or near their final sensitivity. The325

uncertainty in this prediction arises from the statistical326

uncertainty in the local merger rate estimate.327

Our predictions are subject to statistical fluctuations328

in the observed ⌦
GW

(f) due to random realizations of the329

binaries that coalesce during the observing run. These330

fluctuations are much smaller than the current local331

merger uncertainty [43]. The predictions may also be332

conservative. Throughout, we have assumed the use of333

the standard cross-correlation statistic, which is known to334

be sub-optimal for non-Gaussian backgrounds [46]. The335

development of more sensitive non-Gaussian pipelines336

may hasten the detection of the binary black hole back-337

ground [47–49].338

We have examined several alternative models for the339

merger rate evolution with redshift, representative of the340

uncertainties in the formation channels for high-mass bi-341

nary black holes. We find that all of these variations lie342

within the envelope of the uncertain local rate normal-343

ization in the 10–50 Hz band, as illustrated in Fig. 2.344

The power-law slope of the spectrum in this frequency345

band is not expected to deviate from 2/3 unless there346

is a significant contribution from sources with high total347

mass merging at high redshift, M(1+ z) & 200M�. This348

illustrates the robustness of the predicted amplitude and349

power-law slope of the energy density spectrum.350

However, this also implies that the stochastic back-351

ground measurement with Advanced LIGO and Virgo352

detectors can only constrain the amplitude of the back-353

ground power law in the 10–50 Hz sensitive frequency354

band. The sensitivity of this search at the 2� level355

will correspond to ⌦
GW

⇠ 10�9 at 25 Hz with the full-356

sensitivity network of the Advanced LIGO/Virgo detec-357

tors. Therefore, the stochastic search alone will not be358

able to distinguish between di↵erent model variations359

that have a similar e↵ect on the spectrum in the 10-50360

Hz band. Future measurements of individual binary coa-361

lescences will help break at least some of these degenera-362

cies, by providing a better estimate of the local merger363

rate and chirp mass distribution. Combining the two364

types of measurements (stochastic and individual coales-365

cence event) could therefore help distinguish between dif-366

ferent astrophysical formation scenarios for binary black367

holes [50], but the full potential of this approach may only368

be reached using third generation of gravitational-wave369

detectors.370
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FIG. 1. Expected sensitivity of the network of advanced LIGO and Virgo detectors to the Fiducial field model. Left panel:
Energy density spectra are shown in blue (solid for the total background; dashed for the residual background, excluding resolved
sources, assuming final advanced LIGO and Virgo [1, 2] sensitivity). The pink shaded region “Poisson” shows the 90% CL
statistical uncertainty, propagated from the local rate measurement, on the total background. The black power-law integrated
curves show the 1� sensitivity of the network expected for the two first observing runs O1 and O2, and for 2 years at the design
sensitivity in O5. (O3 and O4 are not significantly di↵erent than O5; see Table I.) If the astrophysical background spectrum
intersects a black line, it has expected SNR � 1. In both panels we assume a coincident duty cycle of 33% for O1 (actual) and
50% for all other runs (predicted). Right panel: Predicted SNR as a function of total observing time. The blue lines and pink
shaded region have the same interpretation as in the left panel. Each observing run is indicated by an improvement in the
LIGO-Virgo network sensitivity [35], which results in a discontinuity in the slope. The thresholds for SNR = 1, 3 (false-alarm
probability < 3⇥ 10�3) and 5 (false-alarm probability < 6⇥ 10�7) are indicated by horizontal lines.

trum for binary inspirals is an example. A power-law in-184
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for a network of detectors i = 1, 2, · · · , n. Hence, if187

the spectrum of an astrophysical background intersects188

a black curve, then it has an expected SNR � 1. In Eq.189

4, Pi(f) and Pj(f) are the one-sided strain noise power190

spectral densities of two detectors; �ij(f) is the normal-191

ized isotropic overlap reduction function [41, 42]; and T192

is the accumulated coincident observation time. While193

Eq. 4 is derived by assuming a Gaussian background [5],194

it can also be applied to non-Gaussian backgrounds (with195

signals that are clearly separated in time) such as the bi-196

nary black hole background considered here [43]. The197

di↵erent black curves shown in this plot illustrate the198

improvement in expected sensitivity in the coming years.199

Following [35, 39], we consider five di↵erent phases, de-200

noted O1 to O5, corresponding to the first five observing201

runs, summarized in Table I. For clarity, we show only202

the O1, O2, and O5 power-law integrated curves since203

the di↵erences between the projected sensitivities for O3,204

O4, and O5 are relatively small. In Fig. 1b, we plot the205

expected accumulated SNR for the Fiducial model as206

a function of total observation time. For both the sen-207

sitivity curves and the accumulated SNR, we assume a208

coincident duty cycle for each pair of detectors of 33% for209

O1 (actual) and 50% for all other runs (predicted). The210

total background associated with the Fiducial model211

could be identified with SNR = 3, corresponding to false212

alarm probability < 3⇥10�3, after approximately 6 years213

of observing. In the most optimistic scenario given by214

statistical uncertainties, the total background could be215

identified after 1.5 years with SNR = 3 and after approx-216

imatively 2 years with SNR = 5, which is even before217

design sensitivity is reached. It would take about 2 years218

of observing to achieve SNR = 3 and about 3.5 years for219

SNR = 5 for the optimistic residual background. The220

most pessimistic case considered here is out of reach of221

the advanced detector network but is in the scope of third222

generation detectors.223

Alternative Models — We now investigate the impact of224

possible variations on the Fiducial model. We consider225

the following alternatives:226

• AltSFR di↵ers from the Fiducial model in as-227

suming a di↵erent SFR proposed by Tornatore et228

al. [44], who combined observations and simulations229

at higher redshift; the formation rate is assumed230
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FIG. 2. Energy density spectra for the di↵erent models sum-
marized in the text. The pink shaded region “Poisson” shows
the 90% CL statistical uncertainty propagated from the local
rate measurement, on the Fiducial model. The black dashed
curve shows the design sensitivity of the network of Advanced
LIGO [1, 2] and Virgo [36, 37]; see Tab. I. If the astrophysical
background spectrum intersects with the dashed black line, it
has expected SNR � 1.

direction of orbital momentum, but spins in the orbital310

plane are not constrained. Preliminary studies suggest311

that ⌦
GW

(f) could change by a factor of . 2 for models312

including spin.313

Conclusions and discussion — The detection of gravita-314

tional waves from GW150914 is consistent with the ex-315

istence of high-mass binary black hole mergers with a316

coalescence rate of tens per Gpc3 per year. As a con-317

sequence, the stochastic background from binary black318

holes is expected to be at the higher end of previous319

predictions (see, e.g., [7–13]). We have shown that, for320

the Fiducial field model, the energy density spectrum321

is ⌦
GW

(f = 25Hz) = 1.1+2.7
�0.9 ⇥ 10�9 with 90% confi-322

dence. This, in turn, implies that the background may323

be measured by the network of advanced LIGO and Virgo324

detectors operating at or near their final sensitivity. The325

uncertainty in this prediction arises from the statistical326

uncertainty in the local merger rate estimate.327

Our predictions are subject to statistical fluctuations328

in the observed ⌦
GW

(f) due to random realizations of the329

binaries that coalesce during the observing run. These330

fluctuations are much smaller than the current local331

merger uncertainty [43]. The predictions may also be332

conservative. Throughout, we have assumed the use of333

the standard cross-correlation statistic, which is known to334

be sub-optimal for non-Gaussian backgrounds [46]. The335

development of more sensitive non-Gaussian pipelines336

may hasten the detection of the binary black hole back-337

ground [47–49].338

We have examined several alternative models for the339

merger rate evolution with redshift, representative of the340

uncertainties in the formation channels for high-mass bi-341

nary black holes. We find that all of these variations lie342

within the envelope of the uncertain local rate normal-343

ization in the 10–50 Hz band, as illustrated in Fig. 2.344

The power-law slope of the spectrum in this frequency345

band is not expected to deviate from 2/3 unless there346

is a significant contribution from sources with high total347

mass merging at high redshift, M(1+ z) & 200M�. This348

illustrates the robustness of the predicted amplitude and349

power-law slope of the energy density spectrum.350

However, this also implies that the stochastic back-351

ground measurement with Advanced LIGO and Virgo352

detectors can only constrain the amplitude of the back-353

ground power law in the 10–50 Hz sensitive frequency354

band. The sensitivity of this search at the 2� level355

will correspond to ⌦
GW

⇠ 10�9 at 25 Hz with the full-356

sensitivity network of the Advanced LIGO/Virgo detec-357

tors. Therefore, the stochastic search alone will not be358

able to distinguish between di↵erent model variations359

that have a similar e↵ect on the spectrum in the 10-50360

Hz band. Future measurements of individual binary coa-361

lescences will help break at least some of these degenera-362

cies, by providing a better estimate of the local merger363

rate and chirp mass distribution. Combining the two364

types of measurements (stochastic and individual coales-365

cence event) could therefore help distinguish between dif-366

ferent astrophysical formation scenarios for binary black367

holes [50], but the full potential of this approach may only368

be reached using third generation of gravitational-wave369

detectors.370
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very weak: 

ideally: massive, highly compact, fast moving, nearby objects

Black Hole of 10 solar masses at the speed of light located     
at the Galactic center:                 h ~ 10-17

       at the Virgo cluster:                    h ~ 10-20
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GW150914: strong-field GR tests
after NR waveform is removed, 
residuals are consistent with noise 

6

binary systems emit GWs [6, 7]; as a consequence, the bi-
nary’s orbital period decreases over time as energy and angu-
lar momentum are radiated away. Electro-magnetic observa-
tions of binary pulsars over the four decades since their dis-
covery [8, 9] have made it possible to measure GW-induced
orbital-period variations Ṗorb ⇠ �10�14–10�12, confirming the
GW luminosity predicted at leading order in post-Newtonian
(PN) theory [10] (i.e., Einstein’s quadrupole formula) with
exquisite precision [11, 12].

Binary-pulsar observations probe the leading PN correc-
tions to the Newtonian conservative dynamics of binaries,
which produce e↵ects such as the relativistic advance of pe-
riastron and the Shapiro time delay (see Ref. [12] and refer-
ences therein). Nevertheless, even in the most relativistic bi-
nary pulsar known today, J0737-3039 [11], the orbital period
changes at an e↵ectively constant rate. The orbital velocity is
v/c ⇠ 2 ⇥ 10�3, and the two neutron stars in the system will
coalesce in ⇠ 85 Myr.

By contrast, GW150914 was emitted by a rapidly evolv-
ing, dynamical binary that swept through the detectors’ band-
width and merged in a fraction of a second, with Ṗorb ranging
from ⇠ �0.1 at fGW ⇠ 30 Hz to ⇠ �1 at fGW ⇠ 132 Hz
(just before merger, where v/c reached ⇠ 0.5). Thus, through
GW150914 we observe the two-body motion in the large-
velocity, highly dynamical, strong-field regime of gravity,
leading to the formation of a new merged object, and gen-
erating GWs. While Solar-System experiments, binary-pulsar
observations, and cosmological measurements are all in ex-
cellent agreement with GR (see Refs. [12–14] and references
therein), they test it in low-velocity, quasi-static, weak-field,
or linear regimes.1 Thus, GW150914 opens up the distinct
opportunity of probing unexplored sectors of GR.

Here we perform several studies of GW150914, aimed
at detecting deviations from the predictions of GR. Within
the limits set by LIGO’s sensitivity and by the nature of
GW150914, we find no statistically significant evidence
against the hypothesis that, indeed, GW150914 was emitted
by a binary system composed of two black holes (i.e., by the
Schwarzschild [17] or Kerr [18] GR solutions), that the bi-
nary evolved dynamically toward merger, and that it formed a
merged rotating black hole consistent with the GR solution.

We begin by constraining the level of coherent (i.e., GW-
like) residual strain left after removing the most-probable GR
waveform from the GW150914 data, and use it to bound GR
violations. We then see that the mass and spin parameters of
the final black hole, as predicted from the binary’s inspiral
signal, are consistent with the final parameters inferred from
the post-inspiral (merger and ringdown) signal. We find that
the data following the peak of GW150914 are consistent with
the least-damped quasi-normal-mode (QNM) inferred from

1 While the orbits of binary pulsars are weakly relativistic, pulsars them-
selves are strongly self-gravitating bodies, so they do o↵er opportunities to
test strong-field gravity [15, 16].
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FIG. 1. Upper panel: cumulative distribution function (CDF) of
log Bayes factor for the signal-versus-noise and signal-versus-glitch
BayesWave models, computed for 100 4-s stretches of data around
GW150914. Lower Panel: cumulative distribution function (CDF)
of the 95% credible upper bound on network coherent-burst SNR,
again computed for 100 instrument-noise segments. In both panels,
we indicate with dashed lines the log Bayes factors and upper bound
on coherent-burst SNR corresponding to the residuals obtained after
subtracting the most-probable waveform from GW150914.

the final black-hole characteristics. Next, we perform tar-
geted measurements of the PN and phenomenological coef-
ficients that parameterize theoretical waveform models, and
find no tension with the values predicted in GR and numerical-
relativity (NR) simulations. Furthermore, we search for evi-
dence of dispersion in the propagation of GW150914 toward
the Earth, as it would appear in a theory in which the gravi-
ton is assigned a finite Compton wavelength (i.e., a nonzero
mass). Finally, we show that, due to the LIGO network con-
figuration, we cannot exclude the presence of non-GR polar-
ization states in GW150914.

Waveform models, systematics and statistical e↵ects.
Tests of GR from GW observations build on the knowledge of
the gravitational waveform in GR, and the statistical proper-
ties of instrumental noise. Any uncontrolled systematic e↵ect
from waveform modeling and/or the detectors could in princi-
ple a↵ect the outcome of our tests. Thus, we begin by check-
ing that these uncertainties are either below our measurement
precision or accounted for.

The analytical waveform models used in this paper were
developed within two frameworks: i) the e↵ective-one-body
(EOB) formalism [19–23], which combines PN results [10]
with NR [24–26] and perturbation theory [27–29], and ii) a

noise GW150914
residuals

The LVC, PRL, submitted, dcc.ligo.org/P1500213/public/main



GW150914: strong-field GR tests
final-BH properties consistent
with and without including strong-field GR models 8

GW150914, our waveform models have much higher FFs
against numerical GR waveforms, we conclude that the noise-
weighted correlation between the observed strain signal and
the true GR waveform is � 96%. This statement can be read
as implying that the GR prediction for GW150914 is veri-
fied to better than 4%, in a precise sense related to noise-
weighted signal correlation; and conversely, that e↵ects due to
GR-violations in GW150914 are limited to less than 4% (for
e↵ects that cannot be reabsorbed in a redefinition of physical
parameters).

Inspiral, merger and ringdown consistency test. We now
perform a test to show that the inspiral and merger/ringdown
parts of GW150914 do not deviate from the predictions of a
binary black-hole coalescence in GR. One way to do that is
to compare the estimates of the mass and spin of the remnant
obtained from di↵erent parts of the waveform, using the rela-
tions between the binary’s components and final masses and
spins provided by NR [57].

We first explore the posterior distributions of the bi-
nary’s component masses and spins from the “inspiral” (low-
frequency) part of the observed signal, using the nested sam-
pling algorithm from the LALInference software library [50],
and then use formulae obtained from NR simulations to get
posterior distributions of the remnant’s mass and spin. The
inspiral part of the signal is defined as follows. We fix the
frequency at which the inspiral phase ends to f end insp

GW = 132
Hz, close to the MAP waveform’s merger frequency [3] (see
Figs. 2 and 5 below), and restrict the waveform model in the
frequency domain from 20 Hz to f end insp

GW . Next, we estimate
posterior distributions on the mass and spin of the final com-
pact object from the “post-inspiral” (high-frequency) signal
that is dominated by the contribution from merger and ring-
down stages (i.e., from the waveform model that extends from
f end insp
GW up to 1024 Hz), again using formulae obtained from

NR simulations. We notice that the expectation value of the
SNRdet from the MAP waveform whose support is only from
20 Hz to 132 Hz is ⇠ 19.5, while when the support is from
132 Hz to 1024 Hz it is ⇠ 16. Finally, we compare these
two estimates of the final Mf and dimensionless spin a f , and
compare them also against the estimate performed using the
full inspiral–merger–ringdown waveform GW150914. In all
cases, we average the posteriors obtained with the EOBNR
and IMRPhenom waveform models, following the procedure
outlined in Ref. [3]. Technical details about the implementa-
tion of this test can be found in Ref. [58].

This test is similar in spirit to the �2 GW-search veto [2, 59]
that penalizes event candidates if their (noise-weighted) resid-
ual with respect to theoretical templates is too uneven across
frequency segments—a warning that some parts of the wave-
form are fit much worse than others, and thus the candidates
may be due to instrument glitches that are very loud, but
do not resemble binary-inspiral signals. However, �2 tests
are performed by comparing the data with a single theoret-
ical waveform, while in this case we allow the inspiral and
merger/ringdown partial waveforms to select di↵erent physi-
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FIG. 3. Top panel: 90% confidence regions on the joint posterior
distributions for the mass Mf and dimensionless spin af of the final
compact object predicted from the inspiral (dark violet, dashed) and
measured from the post-inspiral (violet, dot-dashed), as well as the
result from a full inspiral-merger-ringdown (IMR) analysis (black).
Bottom panel: Posterior distributions for the parameters �Mf /Mf
and �af /af that describe the fractional di↵erence in the estimates
of the final mass and spin from inspiral and post-inspiral parts. The
contour shows the 90% confidence region. The plus symbol indicates
the expected value (0, 0) in GR.

cal parameters. Thus, this test should be sensitive to subtler
deviations from the predictions of GR.

In Fig. 2 we show the EOBNR MAP waveform [3] with its
instantaneous GW frequency; the shaded areas correspond to
the 90% credible regions. The vertical line marks f end insp

GW =
132 Hz; see also Fig. 5 below, where we plot the MAP
frequency-domain amplitude and indicate the inspiral, inter-
mediate, and merger-ringdown regimes. In Fig. 3 we sum-
marize our findings. The top panel of Fig. 3 shows the poste-
rior distributions of Mf and a f estimated from the inspiral and
post-inspiral parts, as well as from the entire inspiral–merger–
ringdown signal. It confirms the expected behavior: the in-
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FIG. 6. 90% upper bounds on the fractional variations for the
known PN coe�cients compared to their known value in GR.
The orange squares are the 90% upper bounds obtained from the
single-parameter analysis of GW150914. As a comparison, the
blue triangles show the 90% upper bounds extrapolated exclusively
from the orbital-period derivative, Ṗorb, of the double pulsar J0737-
3039 [12, 84]. The GW phase deduced from an almost constant Ṗorb
cannot provide significant information as the PN order is increased.
As an illustration of the di↵erent dynamical regimes between the
double pulsar and GW150914, we show the bounds for the former
only up to 1PN order. We do not report on the 2.5PN coe�cient be-
cause, being degenerate with the reference phase, it is unmeasurable.
We also do not report on the logarithmic terms in the PN series at
2.5PN and 3PN order, which can be found in Table I and in Fig. 7.

the model is constructed, which involves fitting a waveform
phasing ansatz to a calibration set of EOB joined to NR wave-
forms [39], there is an intrinsic uncertainty in the values of
the phenomenological parameters of the IMRPhenom model.
For the intermediate and merger-ringdown regime, we veri-
fied that these intrinsic uncertainties are much smaller than
the corresponding statistical uncertainties for GW150914 and
thus do not a↵ect our conclusions. In the late-inspiral case, the
uncertainties associated with the calibration of the � j param-
eters are very large and almost comparable with our results.
Therefore, we do not report results for the � j parameters.

As said, we construct the gIMR model by introducing
(fractional) deformations, � p̂i, for each of the IMRPhenom
phase parameters pi, which appear in the di↵erent stages
of the coalescence discussed above. At each point in pa-
rameter space, the coe�cients pi are evaluated for the local
physical parameters (masses, spins) and multiplied by factors
(1 + � p̂i). In this parameterization, GR is uniquely defined
as the locus in the parameter space where each of the phe-
nomenological parameters, {�p̂i}, assumes exactly the value of
zero. In summary, our battery of testing parameters consists
of: (i) early-inspiral stage: {�'̂0, �'̂1, �'̂2, �'̂3, �'̂4, �'̂5l, �'̂6,

�'̂6l, �'̂7} 5, (ii) late-inspiral stage: {��̂2, ��̂3, ��̂4}, (iii) inter-
mediate regime: {��̂2, ��̂3}, and (iv) merger-ringdown regime:
{�↵̂2, �↵̂3, �↵̂4}. We do not consider parameters that are de-
generate with either the reference time or the reference phase.
For our analysis, we explore two scenarios: single-parameter
analysis, in which only one of the parameters is allowed to
vary while the remaining ones are fixed to their GR value,
that is zero, and multiple-parameter analysis in which all pa-
rameters in each stage are allowed to vary simultaneously.

The rationale behind our choices of single- and multiple-
parameter analyses comes from the following considerations.
In most known alternative theories of gravity [13, 14, 85], the
corrections to GR extend to all PN orders even if in most cases
they have been computed only at leading PN order. Consider-
ing that GW150914 is an inspiral, merger and ringdown sig-
nal, sweeping through the detector between 20 Hz and 300
Hz, we expect to see the signal deviations from GR at all PN
orders. The single-parameter analysis corresponds to mini-
mally extended models, that can capture deviations from GR
that predominantly, but not only, occur at a specific PN order.
Due to their covariance, we find that in the multiple-parameter
analysis the correlations among the parameters is very signif-
icant. In other words, a shift in one of the testing parameters
can always be compensated by an opposite sign change of an-
other parameter and still return the same overall GW phase.
Thus, it is not surprising that the multiple-parameter case pro-
vides a much more conservative statement on the agreement
between GW150914 and GR.

For each set of testing parameters, we perform a separate
LALInference analysis, where in concert with the full set of
GR parameters [3], we also explore the posterior distributions
for the specified set of testing parameters. Since our testing
parameters are purely phenomenological (except the ones of
the PN early-inspiral stage), we choose their prior probabil-
ity distributions to be uniform and wide enough to encompass
the full posterior probability density function in the single-
parameter case. In particular we employ: �'̂i 2 [�20, 20];
��̂i 2 [�30, 30]; ��̂i 2 [�3, 3]; �↵̂i 2 [�5, 5]. In all the anal-
yses that we performed we obtain estimates of the physical
parameters — e.g., masses and spins – that are in agreement
with the ones reported in Ref. [3].

We show in Fig. 6 the 90% upper bounds on the values of
the (known) PN parameters �'̂i with i = 0, . . . , 7 (except for
i = 5, which is degenerate with the reference phase), when
varying the testing parameters one at the time, keeping the
other parameters fixed to the GR value. As an illustration, fol-
lowing Ref. [84], we also show in Fig. 6 the bounds obtained
from the orbital-period derivative Ṗorb of the double pulsar
J0737-3039 [12]. Not surprisingly, since in binary pulsars the
orbital period changes at essentially a constant rate, the cor-
responding bounds quickly become rather loose as the PN or-

5 Unlike Ref. [39], we explicitly include the logarithmic terms �'̂5l and �'̂6l.
We also include the 0.5PN parameter that is zero in GR, thus �'̂1 is an
absolute shift rather than relative.
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