Transforming Science in the 21st Century: \ Y/
Vision for a National Cyberinfrastructure
Ecosystem

Manish Parashar
Director, Office of Advanced Cyberinfrastructure,

HIW”” ‘f D PO o Directorate for Computer & Information Science
“To promote the progress of science; to advance the || . .
& Engineering

national health, prosperity, and welfare to secure the
national defense...” National Science Foundation

i P

l | | Ll S i NAS Astro2020
PSR 8 February 03, 2020




NSF Office of Advanced Cyberinfrastructure (OAC)

Foster a cyberinfrastructure ecosystem to transform science and engineering research...
through Research Cl and Cl research
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NSF’s vision for a National Cyberinfrastructure

Ecosystem for Science and Engineering in the 21st
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National Strategic Computing Initiative Update:
Pioneering the Future of Computing

NATIONAL STRATEGIC COMPUTING
INITIATIVE UPDATE: PIONEERING
THE FUTURE OF COMPUTING

A Report by the
FAST-TRACK ACTION COMMITTEE ON STRATEGIC COMPUTING

NETWORKING & INFORMATION TECHNOLOGY
RESEARCH & DEVELOPMENT SUBCOMMITTEE

COMMITTEE ON SCIENCE & TECHNOLOGY ENTERPRISE

of the
NATIONAL SCIENCE & TECHNOLOGY COUNCIL

NOVEMBER 2019

Goal: Realize a computing ecosystem that combines
heterogeneous computing systems with the networking,
software, data, and expertise required to support U.S. scientific
and economic leadership, national security and defense

Three re-focused objectives:

= Pioneer new frontiers of digital and non-digital computation
to address the scientific and technological challenges and
opportunities of the 215t century

= Develop, broaden, and advance the Nation’s computational
infrastructure and ecosystem

= Forge and expand partnerships for the future of computing
to ensure American leadership in science, technology, and
innovation




NSF’s vision for a National Cyberinfrastructure Ecosystem
for Science and Engineering in the 215t Century

Community-informed blueprints provide implementation strategies for

different elements of the Cl ecosystem

+ Highly specialized

instruments

* Extreme-scale
capabilities
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Application Workflows

Experimental Facilities
Adv. Network Services
End-user Environments

Cl Ecosystem Integration

Outreach / Community Engagement

Testbed / Experlmental Deployments
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International R&E Networking
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Com putation a| Implement extensions and enhancements to
current investments and new programs and

Bl uepri nt opportunities in 2019 and beyond.

Petascale Facility
Blue Waters (UIUC)
LCCF Phase 1: Frontera (UT-Austin)

LCCF Phase 2 (MREFC)

Innovative HPC Systems
net, Jetstream, Stampede2, Wrangler)

Innovative Capacity Systems (FY20; FY21; NSF 19-587; 5+5 j‘

Innovative Prototypes/testbeds (FY20; FY21; NSF 19-587; 5 yez

pGeneration Cl Services (alloc., coordination, user-support, ...)

-2018—2019— 2020— 2021 — 2022 — 2023 — 2024 — 2025— 2026 — 2027 — 2028 — 2029 — 2030— 2031~

Leadership Class
Computing Facility

Advanced Computing
Systems & Services

Cl Services



NSF Computational Ecosystem: Recent
Investments

Leadership Class Computing
Facility (LCCF)

Phase |: Computation for the

Endless Frontier

»  Aleadership-class computational instrument
with the broadest utility for all of S&E
applications

»  The largest CPU system on a US academic
campus

=  Anational asset that complements other
leadership-class computing investments in the
US research ecosystem

Phase Il is expected to an NSF
Major Facility with at least 10x

. capability
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Advanced Computing Systems &
Services (ACSS
( ) EXPANSE

CapaC|ty System Bridges-2
Expanse: Computing without Boundaries —
Cyberinfrastructure for the Long Tail of Science

= Bridges-2: Scalable Converged Computing,
Data, and Analytics for Rapidly Evolving Science
and Engineering Research

Exploratory System Ook?55'<)

. Ookami: A high-productivity path to frontiers of
scientific discovery enabled by exascale system
technologies
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Clouds, Campus CIl, and the NSF CI

Ecosystem

CISE CloudAccess

» Explore models for providing (CISE)
researchers access to Cloud services

CloudBank, UCSD, UC B, UW, PI, M. Norman

Exploring Clouds for Acceleration of Science
(ECAS)

» Explore clouds as platforms for leading edge
science

Internet2, PI, H. Pfeffer

CC*: Clouds and Campus Computing
» Federate campus CI

» Integrate Cloud services/expertise into
campus CI

Cloud Service Provider

=

Cloud Service Provider N

e = L INTERNET.
@ 7
aws '7

Google Cloud Platform

ORACLE

www.internet2.edu/ecas




NSF’s vision for a National Cyberinfrastructure Ecosystem
for Science and Engineering in the 215t Century
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Application Workflows

Experimental Facilities
Adv. Network Services
End-user Environments

Cl Ecosystem Integration

Outreach / Community Engagement
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Learning and Workforce Development

Communities of Concern

Professional Staff

to deploy & support
new capabilities

Cyber Scientists
to develop
new capabilities N

CyberTraining
NSF 19-524

Area Scientists

to exploit
new capabilities




Conclusion

Science and society are being transformed by compute and data
— a connected, robust and secure cyberinfrastructure ecosystem
Is essential

Rapidly changing application requirements; resource and
technology landscapes

* Qur cyberinfrastructure ecosystem must evolve in response

NSF/OAC strives to build a cyberinfrastructure ecosystem
aimed at transforming science



“Make no little plans; They have no magic to stir men's blood ...”

Daniel H. Burnham, Architect and City Planner Extraordinaire, 1907.

“If you want to travel fast, travel alone;
if you want to travel far, travel together”

; l African Proverb.
i k' .

Manish Parashar
Office Director, Office of Advanced Cyberinfrastructure
Email: mparasha@nsf.gov

To subscribe to the OAC Announce Mailing List
Send an email to: OAC-ANNOUNCE-subscribe-request@listserv.nsf.gov



http://listserv.nsf.gov

Join the conversation Get involved

« OAC Webinar Series = Reviews proposals, serve on panels

* 39Thursday @ 2PM ET = Visit NSF, get to know your programs
* OAC Newsletter and Program Officers
«  OAC Townhalls (CASC, LFW, PEARC, SC) = Participate in NSF workshops and
+  Follow us on Twitter @NSF_CISE visioning activities

= Join NSF: serve as Program Officer,
Stay informed Division Director, or Science Advisor
» Join the OAC, CISE Mailing Lists
. Learn about NSF events, programs, NSF Office of Advanced Cyberinfrastructure (OAC) Newsletter
webinars, etc. Table of Gontents

®  About the Office

d Send email to: : Zr:ije(;r:i:lrf:l:d Updates
Related Events/Programs 7@/
e oac-announce@listserv.nsf.gov [ — L e =
] . N}SF Cgmp & Info
* cise-announce-subscribe- tons the rontirsof computing

@ request@listserv.nsf.qov
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