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Comparing measured and calculated GIC for the May 2024 geomagnetic storm

Lucy A. Wilkerson', Robert S. Weigel!, Dean Thomas!, Dennies Bor!, Edward Oughton!, Liling Huang!

Trevor Gaunt?, Christopher C. Balch®, Michael J. Wiltberger*
IGeorge Mason University, Fairfax, VA; °University of Cape Town, Cape Town, ZA; NOAA/SWPC, Boulder, CO; *NCAR/HAO, Boulder, CO

The 10-13 May 2024 space weather events saw some of the most severe geomagnetic activity over the past 20 years, providing an event which scientists and engineers will study for decades to come. It is imperative that we use this recent event to compare the effectiveness of the
various simulation models in development. Although geomagnetically induced current (GIC) estimates recorded from the storm can be accessed at any point, these measured values are sensitive to the power network configuration at the time of the event. Indeed, perishable power
network data can often be lost in the weeks and months after a major Geomagnetic Disturbance (GMD), for example, pertaining to power grid configuration, motivating rapid study of recent events. This research aims to collect both GIC and magnetic field data (both measured and
modeled) during the Gannon storm with the future goal of comparing methods of GIC, AB, and electric field estimates. Firstly, GIC estimates produced by the Tennessee Valley Authority (TVA) network simulation model for four substation locations, populated with real asset data
and parameter values, were obtained, along with measured GIC and AB values from TVA. Next, additional measured GIC and AB estimates were accessed through North American Electric Reliability Corporation (NERC)’s ERO Portal. Finally, modeled AB data was obtained from
both the Space Weather Modeling Framework (SWMF) and Multiscale Atmosphere-Geospace Environment Model (MAGE). By comparing these various sets of data, we hope to understand the predictive effectiveness of different approaches to GIC estimation.

Background
e Large geomagnetic disturbances (GMDs) result in geomagnetically induced currents.
(GICs) (Pulkkinen et al., 2017).

e GICs are known to negatively impact several types of critical infrastructure, such as oil
pipelines, railway networks, and power grids (Boteler, Pirjola, and Nevanlinna, 1998).

Accurate prediction of GIC impacts can help industries better prepare for such events,
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Discussion

® We have collected and pre-processed measured and modeled data from many
sources during this event.
e Initial exploratory data analysis has been performed.
® Next steps:
o Add results from OpenGGCM model
o Compare SWMF, MAGE, OpenGGCM at sites with AB
o Compare E derived from magnetometer AB data (TVA, NERC, SWMF, MAGE) + Z
from EarthScope at all sites.
o Use E with our own GMU National Grid Model to compute GIC
m  Oughton, Friday, 11:30, 202 B, GP52A-07
m  Peters, Wednesday, 8:30, eLightning Theater 6, NG31A-03
o Compare our GIC with TVA GIC (calculated and measured)
o Compare MAGE-derived GIC and E with above
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(A) CONUS Transmission Lines with GIC Monitoring Devices

’ ] SN NERC site had ~400
' GIC monitors for May
2024 storm.
~50 appeared valid
“" Rl — via manual
- : : inspection and are
3 ; plotted here.
\ 5
. N
3 \
b (B) Preliminary Analysis
101 @
Work in progress tasks: |cc| between GIC site pairs is highly
08 variable and dependent on distance.
1. Continue analysis of SWMF and MAGE AB data
for all TVA sites. 0.6 1
2. Will add Z information and results of E/GIC T
computed from AB and Z. "ol
3. Write up evaluation and circulate working paper ?E y
draft by Space Weather Workshop 0.3
4. Integrate any requested revisions and submit for ﬁ‘: Eg "’
peer-review by the end of Spring 2025. .. TN 3.5 ? m;}.
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Abstract

The Gannon geomagnetic storm of May 10" 2024 was the first time since the famous 2003 Halloween storms that the National Oceanic and Atmospheric Administration (NOAA) Space Weather Prediction Center issued an Extreme G5 geomagnetic event warning. Although the May 2024 space weather
events produced beautiful aurora in lower latitudes (even southern Florida), the reality is that these were highly challenging operational conditions for eritical infrastructure operators, particularly for electricity transmission and satellite networks. As with Halloween 2003, the space weather community
will study the Gannon storm for decades. Therefore, this provides strong motivation to collect perishable operational decision data from critical infrastructure operators. Indeed, scientists and engineers modeling space weather impacts urgently need this new data to advance our fundamental scientific
understanding of these hazards across local, regional, national and global scales, as highlighted by the US National Space Weather Strategy and Action Plan. Firstly, this poster reports the range of mitigation options identified for power and satellite networks from a systematic literature review, broken
down chronologically. Secondly, we report fast-track results from targeted surveying of 32 electricity transmission and 25 satellite operators via the ChronoStorm survey (v hrono-storm.com), collecting information on mitigation decisions implemented over the solar maximum. Gathering this
ical infrastructure during solar cycle 25. This enables future generations of scientists and engineers to better understand how to model space weather hazards, and further inform critical infrastructure protection dec!

perishable data helps to provide a historical log of the steps taken to protect cr
ensuring national security

Research Questions Possible Mitigation Decision Options Identified via Systematic Literature Review

Research Questions: s ey Alered staflto — Developed o) Notifed  Alerted staflto
. e - . . Studied opertions  Added GIC Reviewed G blocking PP — Implemented redundancy B orbits to quantify customers of _ Prepare Placed
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* Reviewed type ] , modeling . ‘f“:"‘“‘
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M e e locations of spare order br Decisions activities experiences Decisions
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Initial Findings From Fast-Track Results Fast-Track ChronoStorm Survey Results for Mitigation Decision Options in Current Use

) Powsr: Long-Term Pre-Event Decisions Taken {B) Power: Short
Dosiskns sk befurs @ space woiher ferscast has been caued

Term Pra-Event Discisions Taken 14) Sl Lo Torm P Evart Daciions Takr (B) Saelite:
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*  Almost all operators are implementing long-term advanced mitigation options, with a large number

£

of decision responses identified in both the power and satellite surveys,

|
I
an event. : I
I
|
L |

+ However, the majority of power mitigation measures are taken in advance (especially as part of
long-term planni with substantially fewer being taken durin,
« Surprisingly, respondents report no damaged/replaced power or satellite assets over the solar

maximum  in 2024, However, numerous power operators experienced  unusual
observations/conditions in exposed assets requiring further investigation.
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Take the ChronoStorm Survey [EEXEI} - =
Are you a critieal infrastructure operator and willing to paruupale in this |" _-
- ]

research? Visit the ChronoStorm website (www.Chrono-Storm.com) or follow the E
QR code to take the survey now!
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Practiced ‘blackstart’ procedures in
case of an outage

Used past data to understand reactive demand
placed on transformers by GICs

Reviewed the type, condition and locations
of standby spare transformers

Prepared for how to replace a transformers
potentially damaged by GICs

Purchased backup assets for those components
which could be damaged by GICs

Developed an inventory of assets which
could be damaged by GICs

Adjusted protection systems (e.q., transformer
relays) to deal with excessive harmonics

Ensured smaller structures are adequately
rated (e.g., capacitors, convertors elc.)

Re-adjusted the negative-sequence-current
protection due to higher-than-normal harmonics

Implemented extra cooling systems to prevent
transformer heating/overheating due to GICs

Reviewed manufacturer simulations for
transformer heating from GICs

Studied operating procedures for
handling extreme voltage fluctuation

Modeling and simulation activities to understand
the impacts of GICs on your network

Increased staff situational awareness of the
incoming space weather event

Canceled employee time off

Placed staff teams on alert to implement existing
preparation plans

Canceled routine maintenance of netwark to
free up maintenance teams

Canceled routine maintenance of network to
bring more assets online

Ceased power transfers to other netwerks

Brought more generation capacity online (if
available within your network)

Increased reactive power reserves

Network reconfiguration to bring more
transformers, lines and other assets online

MNetwork reconfiguration to take vulnerable
transformers, lines and other assets offline

Activated GIC blocking devices for vulnerable
transformers

Implemented line switchingf/rearrangement

Reduced loads on transformers, lines and
other assets (load reduction)

(A) Power: Long-Term Pre-Event Decisions Taken
Decisions taken before a space weather forecast has been issued.
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Responses

(C) Power: During-Event Decisions Taken
Decisions taken after storm commencement.
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Responses

Number of Employees [JJ] <250 ] 2501000 [l 1.0005.000

(B) Power: Short-Term Pre-Event Decisions Taken
Decisions taken once a space weather forecast has been issued.

Increased staff situational awareness
of the incoming space weather event

Canceled employee
time-off

Placed staff teams on alert
to implement existing preparation plans

Canceled routine maintenance
of network to free up maintenance teams

Canceled routine maintenance
of network te bring more assets online

Ceased power transfers to other networks

Brought maore generation capacity online

Increased reactive power reserves

Metwork reconfiguration to bring more
transformers, lines and other assets online

Metwork reconfiguration to remove vuinerable
transformers, lines and other assels

Activated GIC blocking devices
for vulnerable transformers

Implemented line switching and
rearrangement

Reduced loads on transformers,
lines and other assets
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Responses

(D) Power: Post-Event Decisions Taken
Decisions taken after the event has ceased.

Physically replaced exposed assets with new
components (>$1m in value)

Physically replaced exposed assets with new
components ($100k-51m in value)

Physically replaced exposed assets with new
components (310-100k in value)

Physically replaced exposed assets with new
components (<310k in value)

Undertaken new medeling and simulation
aclivities

Revised preparation plans for future events

Liaised with other operators to share
experiences

Liaised with other operators to share data

Placed an order for new apparatus to
replace exposed EHV transformers

Removed EHV transformers from service
for inspection of potential degradation

Investigated unusual cbservations/
conditions of exposed assets

Assessed dissolved gas levels in exposed
assets
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Responses

>10,000



Modeling and simulation of satellite system
design to quantify expected radiation
exposure

Modeling and simulation of orbital
trajectories to quantify expected radiation
exposure

Evaluation of adequate satellite shielding
thickness and ongoing quality levels

Developed design redundancy for onboard
systems to protect against radiation
exposure

Monitored satellite asset orbital trajectory to
anticipate which assets are likely to receive
the largest cumulative radiation exposure

Implemented power supply redundancy for
ground-based systems (e.g., Earth stations)

Implemented optical fiber link redundancy for
ground-based systems (e.g., Earth stations)

(A) Satellite: Long-Term Pre-Event Decisions Taken
Decisions taken before a space weather forecast has been issued.
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Responses

(C) Satellite: During-Event Decisions Taken
Decisions taken after storm commencement.

Moved at-risk satellites out of expected
orbit

Placed satellites into safe mode

Motified customers/stakeholders of coming
event and potential service disruption

Postponed launch activities for new
satellites

Canceled routine maintenance of network
(e.g., of terrestrial assets)

Canceled routine maintenance of network
to free up maintenance teams

Placed staff teams on alert to implement
existing preparation plans

Canceled employee time off

Increased staff situational awareness of
the incoming space weather event

Responses

(B) Satellite: Short-Term Pre-Event Decisions Taken
Decisions taken after a space weather forecast has been issued.

Moved at-risk satellites out
of expected orbit

Placed satellites
into safe mode

Motified customers/stakeholders of coming
event and potential service disruption

Postponed launch activities
for new satellites

Canceled routine maintenance of
network (e.g., of terrestrial assets)

Canceled routine maintenance of
network to free up maintenance teams

Placed staff teams on alert to
implement existing preparation plans

Canceled employee time off

Increased staff situational awareness
of the incoming space weather event.

Responses

(D) Satellite: Post-Event Decisions Taken
Decisions taken once the event is over.

Assessed Joule healing impacts -
Estimated total ionizing dose -

Estimated displacement damage dose -
Physically replaced exposed satellites
with new assets (<$1m in value)

Physically replaced exposed satellites
with new assets ($1-10m in value)

Physically replaced exposed satellites
with new assets ($10-100m in value)

Physically replaced exposed satellites
with new assets (>$100m in value)

Placed an order to replace exposed assets
(<$1m in value)

Placed an order to replace exposed assets
{$1-10m in value)

Placed an order to replace exposed assets
($10-100m in value)

Placed an order to replace exposed assets
(>$100m in value)

Liaised with other operators to share data -

Liaised with other operators to share
experiences

Revised preparation plans for future events -
Undertaken new modeling and simulation
activities

Responses

Number of Employees [JJ] 2500 [} 200400 Bl 500 Not Disclosed



NEXT STEPS

1. Finish GIC evaluation/validation paper.
2. Complete remaining interviews and survey.

3. Write up strategic mitigation decisions paper.

We intend to have working papers ready for

Space Weather Workshop (mid-March 2025)
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