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Cyberbullying (CB): Definition & 
characteristics

• Repeated harm inflicted through the use of 
digital media (Hinduja & Patchin, 2015; Smith 
& al., 2008)

• Digital iteration of peer-based aggression, 
public health concern in the US (Espelage et 
al., 2018)

• Lack of consensus regarding definitions

• Characteristics:
• Intention to harm
• Repetitive nature
• Power imbalance 
• (Gaffney et al., 2019; Centers for 

Disease Control and Prevention, 2014)



CB prevalence rates

• US, children 13-17: 
• 40% increase since the start of the pandemic
• 23% targeted in the past month

(Cyberbullying Research Center, 2021)

• Europe, Internet-using 9-16 year-olds:
• 7% at least every month in the past year
• 11% a few times in the past year 

(Smahel et al., 2020/EU Kids Online Project)



Cyberbullying moderation 
on social media
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Social media companies’ 
CB policies 

• Against the policy (Terms of Service, 
Community Guidelines/Standards)

• Often interchangeable with 
harassment 

• More established/mature companies-
Safety Centers, more information on 
CB definitions, examples

• Hesitance to reveal internal 
moderation documents 

• Leaked internal documents: failure to 
provide adequate protections 

(Gillespie, 2018; Milosevic, 2018; 
Shipp et al., 2022)

The Guardian, 2017



Enforcement: 
Reactive 
moderation
• Reporting, blocking
• Mute, restrict
• Comment filtering
• Earlier efforts (social reporting, 

Facebook)
• Escalation (pilot, schools, 

Facebook)
• Content removal:

• Data on effectiveness?
• Effectiveness from children’s 

perspective?
(Milosevic & Vladisavljevic, 2020; 
Roberts, 2019)



Proactive 
moderation 

(Algorithmic, 
AI-based)

• Technologies used for detection (Gorwa et al., 
2021; Kirk et al., 2022; Vidgen & Derczynski, 2020)
• Publicly available resources for independent 

researchers to scrutinise industry efforts are 
scarce:
o Proprietary nature of Facebook AI’s DeepText, Linformer, 

RIO and WPIE: not much can be known about their 
effectiveness in tackling CB

o Primarily hate speech detection—not the same as CB
o Google and Jigsaw’s Perspective –effective at tackling 

toxicity on online platforms, it can still  be deceived by 
subtle modifications to the text. 

(Verma et al., 2022)
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Proactive moderation, Transparency reports

From: https://transparency.fb.com/data/community-standards-enforcement/bullying-and-harassment/facebook/



Regulation

• Digital Services Act (EU)

• Online Safety and Media Regulation Bill (OSMR), Ireland

• Online Safety Bill, UK
• Online Safety Act, Australia

• Systemic regulation
• Individual complaints mechanism (e.g. IE, Australia)
• Online Safety Codes
• Auditing
• Safety by design
• Age-appropriate design (e.g. ICO, UK)
• Duty of care (UK)
• Youth Councils (IE, Australia)

• Shortcomings of transparency?
• Transparency for the sake of meaningful auditing: 

• Evaluating effectiveness from children’s perspective (i.e. 
with children/by children) 
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Importance of engaging 
children in policy design
• United Nations Convention on the Rights of the 

Child (UNCRC), 1989

• Rights apply in digital environments (General 
Comment)
• Rights to protection
• But also provision, participation and privacy

• AI based interventions that establish the balance 
of rights

(Committee on the Rights of the Child, 2021; 
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Our research

• RQ1: How can we design automatic tools that 
support effective proactive bullying interventions 
that assist children while ensuring children’s rights 
to privacy, freedom of expression and other 
relevant rights as outlined in the UNCRC?

• RQ2: How can we leverage children’s feedback to 
optimize the effectiveness of such tools and ensure 
the detection of subtle bullying?



Designing hypothetical interventions
• Peer support (Support Contact/Helper)
• Bystander involvement
• Finding the right way to engage bystanders
• Accountability
• Rendering witnessing process visible

• AI-triggered school involvement 
• Support scores and unlocking platform features
• Less post engagement for perpetrators for a limited amount of time
(Bastiaensens et al., 2014; Bowler, Knobel & Mattern, 2015; DiFranzo et al., 2018; Milosevic, 2018; 
Mishna et al., 2021; Van Royen et al., 2017)



Method

• Qualitative research
• Children age 12-17
• 4 focus groups with teen girls (at school, in person)
• 2 focus groups with teen boys (Zoom)
• 15 individual in-depth interviews (Zoom)
• June –August 2021



Figma-based demos (scenarios)





Results 
• AI overall welcomed, but not sure if they would use them
• Privacy concerns, direct messaging and facial recognition

• Perception of “ok if for greater good”
• Clear opt in and out
• Issues around admitting one has a support contact, burdening the 

support contact
• Hesitancy around bystander involvement
• Social norms: self-reliance, asking for help for sensitive children
• Some interventions perceived as more suitable for younger children
• Full findings here: 

https://journals.sagepub.com/doi/full/10.1177/20563051221147325
• (Milosevic et al., 2023)

https://journals.sagepub.com/doi/full/10.1177/20563051221147325


Implications
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