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Cyberbullying (CB): Definition &
characteristics

* Repeated harm inflicted through the use of
digital media (Hinduja & Patchin, 2015; Smith
& al., 2008)

* Digital iteration of peer-based aggression,
public health concern in the US (Espelage et
al., 2018)

* Lack of consensus regarding definitions

e Characteristics:
* Intention to harm
* Repetitive nature
* Power imbalance

* (Gaffney et al., 2019; Centers for
Disease Control and Prevention, 2014)




CB prevalence rates

e US, children 13-17:

* 40% increase since the start of the pandemic
» 23% targeted in the past month
(Cyberbullying Research Center, 2021)

* Europe, Internet-using 9-16 year-olds:
* 7% at least every month in the past year
* 11% a few times in the past year

(Smahel et al., 2020/EU Kids Online Project)
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Cyberbullying moderation
on social media
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http://netzpolitik.org/2019/forschungsinstitut-warnt-vor-sozialen-folgen-von-ki/
https://creativecommons.org/licenses/by-sa/3.0/
https://scherlund.blogspot.com/2018/09/to-know-needful-about-parenting-social.html
https://creativecommons.org/licenses/by/3.0/
https://vghosal.blogspot.com/2017/12/is-your-child-or-teenager-suffers-from.html
https://creativecommons.org/licenses/by-nc/3.0/

Social media companies’

CB policies

* Against the policy (Terms of Service,
Community Guidelines/Standards)

e Often interchangeable with
harassment

* More established/mature companies-
Safety Centers, more information on
CB definitions, examples

* Hesitance to reveal internal
moderation documents

* Leaked internal documents: failure to
provide adequate protections
(Gillespie, 2018; Milosevic, 2018;
Shipp et al., 2022)

PROTECTING
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CYBERBULLYING POLICIES
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How Facebook allows users to post
footage of children being bullied

Leaked guidelines on cruel and abusive posts also show how company judges
who ‘deserves our protection’ and who doesn't

® Revealed: Facebook’s rules on sex, terrorism and violence
© 'No grey areas": experts call for change

The Guardian, 2017



Cnforcement:
Reactive
moderation

* Reporting, blocking
* Mute, restrict
 Comment filtering

» Earlier efforts (social reporting,
Facebook)

* Escalation (pilot, schools,
Facebook)

e Content removal:

e Data on effectiveness?

* Effectiveness from children’s
perspective?

(Milosevic & Vladisavljevic, 2020;

Roberts, 2019)
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e Technologies used for detection (Gorwa et al.,
2021; Kirk et al., 2022; Vidgen & Derczynski, 2020)

e Publicly available resources for independent
researchers to scrutinise industry efforts are
sgcarce:

P Jors Ct|Ve o-Proprietary nature of Facebook Al’'s DeepText, Linformer,
RIO and WPIE: not much can be known about their

MOo d e rat | on effectiveness in tackling CB

. . o Primarily-hate speech detection—not the same as CB
(Algorithmic, T gy .
o Google and Jigsaw’s Perspective —effective at tackling

A | e ba Sed ) toxicity on online platforms, it can still be deceived by
subtle modifications-to the text.

(Verma et al., 2022)
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Proactive moderation, Transparency reports

Transparency Center Policies Enforcement Security Features Oversight Data

<

ﬁ Facebook

& Download (CSV) Recent trends

Overview

Adult Nudity and Sexual
Activity

Bullying and Harassment
Child Endangerment: Nudity
and Physical Abuse and

Sexual Exploitation

Dangerous Organizations:

(£ Q3 2022
0.08%

Prevalence on Bullying and Harassment

Prevalence remained relatively consistent across Q2
2022 and Q3 2022.

From: https://transparency.fb.com/data/community-standards-enforcement/bullying-and-harassment/facebook/

(£ Q3 2022
67.8% -

Proactive Rate on Bullying and Harassment

Proactive rate decreased from 76.7% in Q2 2022 to
67.8% in Q3 2022 due to updates made to our
proactive detection technology to improve accuracy
as well as the resolution of a bug in Q3 that impacted
some reviewed content.

O,



Digital Services Act (EU)
Online Safety and Media Regulation Bill (OSMR), Ireland
Online Safety Bill, UK

Online Safety Act, Australia
e Systemic regulation
* Individual complaints mechanism (e.g. IE, Australia)
* Online Safety Codes
' e Auditing
RegU|at|On e Safety by design
» Age-appropriate design (e.g. ICO, UK)
* Duty of care (UK)
* Youth Councils (IE, Australia)

e Shortcomings of transparency?

* Transparency for the sake of meaningful auditing:

* Evaluating effectiveness from children’s perspective (i.e.
with children/by children)
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Importance of engaging
children in policy design

* United Nations Convention on the Rights of the
Child (UNCRC), 1989

* Rights apply in digital environments (General
Comment)
* Rights to protection
* But also provision, participation and privacy

* Al based interventions that establish the balance
of rights

(Committee on the Rights of the Child, 2021;
Livingstone, 2021; Livingstone, Carr, Byrne, 2016)

This Photo by Unknown Author is licensed under CC BY
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 RQ1: How can we design automatic tools that
support effective proactive bullying interventions
that assist children while ensuring children’s rights
to privacy, freedom of expression and other
relevant rights as outlined in the UNCRC?

Our research

 RQ2: How can we leverage children’s feedback to
optimize the effectiveness of such tools and ensure

the detection of subtle bullying?



Designing hypothetical interventions

* Peer support (Support Contact/Helper)

* Bystander involvement

* Finding the right way to engage bystanders
* Accountability
* Rendering witnessing process visible

* Al-triggered school involvement
e Support scores and unlocking platform features

* Less post engagement for perpetrators for a limited amount of time

(Bastiaensens et al., 2014; Bowler, Knobel & Mattern, 2015; DiFranzo et al., 2018; Milosevic, 2018;
Mishna et al., 2021; Van Royen et al., 2017)



* Qualitative research
* Children age 12-17
* 4 focus groups with teen girls (at school, in person)

* 2 focus groups with teen boys (Zoom)
e 15 individual in-depth interviews (Zoom)
* June —August 2021



Make an Anonymous Report

A report fo this incident will be made to the selected
Verified School Account. The report will not include who
. made the report, but will include informaiton about the
incident. This includes the content of the post, any
comments added by the reporter, and the users who have
engaged with or are mentioned on the reported content

Search for a Different School Acount...

Recommended School Contact

:‘f,‘ @YourSchool'sVerifiedAccount +
.

Add a Comment

3 Likes

&
enele

Monday, June 3

TikTok now

Comments made on your post have been flagged as
potentially abusive/harrassing in nature.

View Post

Message Support Contact

More Info

9:41 ol F

-
< Tadged Edit

carol 2
Adventure, Co

@ 4% P Liked by kim and 32 others
carol Out adventuring with the girls #glam

View all 3 comments

e e e e L S L S e S S N e e

Figma-based demos (scenarios)




9 carol Content Review

Adventure, Co

@carol appears to have tagged you in this photo,

but you are not in the photo itself. How would you
like to respond?

Make a Report

solveig

5T

Block Users Engaging in Harrassing Behaviors

Untag Yourself from the Post

o - ‘ V \ s et A
Message Support Contact : : .
’ carol Out adventuring with the girls Content Revi
I - #glam ontent Review
& Leam Mare @carol appears to havg tagged SOIV?ig in this This post @solveig was tagged in was flagged as
, ,W photo, but they are not in the photo itself. Tap potentially abusive/harrassing in nature. How
: ./ for more options. would you like to respond?

Today 9:41 AM Make a Report

Hey Maddison, what do you think about Message Those Involved and Ask Them to Stop
this photo? Carol tagged me in it, but | Untag @solveig from the Post
- A am not in the photo... | am not sure how )
QY I | feel about this. Message @solveig

@7 P Liked by kim and 32 others Todey2:42 Learh.More
carol Out adventuring with the girls #glam

View all 3 comments

kayla Looks like you had a good timel!!! v

o,

@ Don't mind them, Solveig! I'll handle this. Send



Results

Al overall welcomed, but not sure if they would use them

* Privacy concerns, direct messaging and facial recognition
* Perception of “ok if for greater good”

* Clear optinand out

* Issues around admitting one has a support contact, burdening the
support contact

* Hesitancy around bystander involvement
* Social norms: self-reliance, asking for help for sensitive children
* Some interventions perceived as more suitable for younger children

* Full findings here:
https://journals.sagepub.com/doi/full/10.1177/20563051221147325

. (Milosevic et al., 2023)
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