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Disclosures

 Advisory roles for:

 Annals of Internal Medicine

 PCORI (Patient-centered Outcome Research Institute)

 Technology Assessment program, national Blue Cross-
Blue Shield

 NASEM is supporting travel for this meeting, and the 
lunch sandwiches were pretty good. 

 Many medical schools rejected me because I said I was 
interested in the application of math to medicine. 
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We are awash in messages (a.k.a. hype) 
about the enormous value of genomics 
for health…
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Traditional guarantors of research quality 
are less effective…
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Bad Luck?

“The misconduct, as I now understand it, was very technical 
and outside of my areas of expertise.  In retrospect, I don’t 
think I could have spotted the  misconduct earlier.  Data were 
presented at internal meetings, when the misconduct was not 
identified. Basselin and Gao and Rao had PhDs and strong 
letters of recommendation.”

“In these days of complex interdisciplinary research, one 
depends on the trustworthiness of colleagues who use 
methodologies with which one has no personal experience. I 
regret missing the falsifications  by Dr. Rao…”



9/21/2018
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Collins/Tabak on Reproducibility

...a complex array of other factors seems to have contributed to the 
lack of reproducibility. Factors include poor training of researchers in 
experimental design; increased emphasis on making provocative 
statements rather than presenting technical details; and publications that 
do not report basic elements of experimental design.

Some irreproducible reports are probably the result of coincidental 
findings that happen to reach statistical significance, coupled with 
publication bias. 

Another pitfall is overinterpretation of creative ‘hypothesis-
generating’ experiments, which are designed to uncover new avenues of 
inquiry rather than to provide definitive proof for any single question. 
Still, there remains a troubling frequency of published reports that claim 
a significant result, but fail to be reproducible. 
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Reproducibility, et al.

Reproducibility

Replicability

Repeatability

Reliability

Robustness

Generalizability
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Which truth?
 What is the actual claim?

 There are “degrees of truth” or confidence in a claim. We 
have poorly developed tools or language for this; closest 
is evidential quality.

 True enough to take the next step in development.

 Prospective validation?

 Independent validation?

 Develop targeted therapy?

 Clinical trial?

 Clinical practice?

 Ultimate truth is whether or not patients will be better 
off. 
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Meanings of reproducibility

Methods reproducibility
› Whether we can tell what was done, enough to assess validity, the 

sources of variation, nature of confirmation/validation. 
› Related to scientific processes.
› Includes computational reproducibility
› Transparency, methods reporting, data and code sharing, 

Results reproducibility
› Degree of support that subsequent studies provide for the original 

claim 
› Related to results of science.
› Additional evidence, validation, confirmation.

Inferential reproducibility
› Are the results interpreted the same way by different people?
› Strength of claims, degree of proof/validation/generalizability.
› Truth? For whom?



METHODS REPRODUCIBILITY
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Short timeline of Ovacheck

 The researchers, from NIH & FDA, won widespread 
acclaim. 

 Congressional resolution urged further funding for their 
research. 

 The magazine “Health” named the test one of the top 
ten medical advances of the year.

 Commercial rights to develop the test were licensed 
from the US government to Correlogic Systems. 

 Correlogic granted licenses to Quest Diagnostics and the 
Laboratory Corporation of America, hoping to market 
the test under the brand name OvaCheck.
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“We can achieve perfect classification with noise” 
Baggerly, 2004
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To achieve the level of reproducibility required .., careful attention must be paid to 
measuring and controlling sources of variation in the procedure. A (very) 
incomplete list of such sources includes time (since results from a single 
instrument can drift), temperature, humidity, the instrument used and the 
laboratory in which the experiment is conducted. A more complete list must be 
established, and experiments must be performed to estimate the magnitude of 
each effect.

Whenever possible, standard protocols should be drawn up to minimize the 
effect of irrelevant sources of variation. Sources that cannot be controlled must 
be repeatedly measured to account for them. Samples where these conditions 
have been altered should be included in the training set so that these changes do 
not drive the classification. The goal, of course, is to prevent major technological 
differences from overwhelming the biology associated with the outcome of 
interest.
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What is the number-one problem that he encounters? 

Bookkeeping. “It’s not sexy, it’s not higher mathematics. It’s 

bookkeeping …keeping track of the labels and keeping track of 

what goes where...

“I’m not really worried about particularly esoteric mathematics. 

Most of the stuff that I’m worried about is very clearly 

understanding what was done at each of the steps involved.”
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The findings of only 6 of 

53 (11%) “landmark” 

preclinical experiments 

could be replicated with 

repeated 

experimentation.
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“...when findings could not be reproduced, an attempt was 

made to contact the original authors, discuss the discrepant 

findings, exchange reagents and repeat experiments under the 

authors’ direction, occasionally even in the laboratory of the 

original investigator. ...”

Reuters article:

Begley met for breakfast at a cancer conference with the lead scientist of 

one of the problematic studies...."We went through the paper line by line, 

figure by figure," said Begley. "I explained that we re-did their experiment 50 

times and never got their result. He said they'd done it six times and got this 

result once, but put it in the paper because it made the best story."

Begley on reproducibility
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Training 

set
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Validation 

set!
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Validation set

• Group independent of the training set on whom you apply the 
training model, and report numbers

• Ideally, a completely new population, in another place, gathered 
for different reasons, with clear eligibility criteria, defining the 
test’s target population.

• All real-world variation - in the testing procedure (e.g. sample 
prep, transport, test failures) - should be reflected. 

• If the model or test procedure is tweaked based on the validation 
set, it becomes a new training set. You must validate on a new 
population.

• Watch out for factors that might not be in eligibility criteria that 
make populations different (e.g. race, ethnicity, age, disease 
factors)
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Conclusions/recs of Dx studies 

by development phase

Phase Question/design Primary measures

0 Early developmental Technical issues; reliability, validity, 

procedures, transportability, training of 

tester or reader

Ready to take to clinical 

application.

1a Early developmental
aka “Clinical validity” (1a-2b)

Test values different between cases and

normals?

If yes, how to define cutoffs for 

“test”? 

1b Early developmental Test positivity different between cases and 

normals?

Test ready to be tested in subjects 

needing test (i.e. not “normals”)

2a Middle developmental Test positivity in cases and those 

suspected of disease

Population needs expansion to real 

actual target population

2b Middle developmental + comorbidities, expanded spectrum of 

disease

Must assess whether it is valuable 

clinically in the context of the total 

information at the time of decision.

3a Clinical Utility Value of test with all information available 

at time of diagnosis. Do testing procedures 

mimic real use? Is decision specified?

Need to assess all health 

outcomes that follow testing in real 

world conditions.

3b Clinical utility Actual testing conditions with decision 

specified.  Does test lead to better net 

health outcomes? 

Ready for clinical use. What are 

optimal testing/decision pathways? 

Are payors likely to cover? Ready for 

clinical guidelines? 

4 (Societal utility) Better net health outcomes at acceptable

cost?

Cost-benefit, cost-effectiveness
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A few observations on methods 
reproducibility
 There are standard developmental phases of therapeutic 

agents that we recognize and rarely skip.

 These include manufacturing, quality control of formulation, 
dosing, PK/PD, safety, preliminary biologic activity/efficacy,  
and finally efficacy and benefit vs. safety. 

 With computationally based diagnostic/prognostic/predictive 
models, we often don’t recognize developmental phases, with 
recommendations for clinical application based on the 
equivalent of pre-clinical development.

 The reliability/reproducibility of claims re performance, in 
what patients and for what therapeutic decisions need to 
proceed in a systematic fashion, with patient clinical 
outcomes as the ultimate determinant of value.



RESULTS REPRODUCIBILITY
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22 of 23 trials 

have 

P > 0.05

Was a null-effect 

reproduced 22 times?
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OSC Definitions of Reproducibility

1. Significance levels (36%)

2. Whether >50% of replication effect sizes exceeded the 
original. (11%)

3. Whether effect size was within the confidence interval 
of replication study. (47%)

4. Whether the combined estimate of the original and 
replication studies was statistically significant. (68%)

5. “Subjective impression” (39%)
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Study 

2

The pattern is recreated by:

1.) Publication bias

2.) Regression to the mean

All of these estimates are 

from the same “truth”!

What if we assume a 1 SE effect, but only “publish” 

if the first study of a random pair is significant?

Study 

1
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Cancer Reproducibility Research: 
A clash of cultures?
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Editor’s letter
 ….we note that the whole purpose of the replication study is to 

provide conclusive evidence for or against the originally reported 
claims. …

 For publication in eLife the results must be conclusive. Editorially we 
are willing to consider one last round of revision of your manuscript. 
However, we want to be clear that eLife will consider a revised 
manuscript only if it contains enough independent experiments, 
replicates and internal controls, to arrive at conclusive results. You 
would need to test therapeutic effects with control tumors that are 
allowed to grow much larger (e.g. at least 1cm in diameter) than 
before. You would also need to take into account that responses to 
immunotherapies in mouse models (and in the clinic) can be delayed.

 In sum, you need to provide sufficient experimental evidence to 
render the replication study conclusive. eLife would consider a revised 
manuscript only if and when this is achieved.
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Response

“This replication attempt, like all of the replication 
attempts in this project, are designed to perform 
independent replications with a calculated sample 
size to detect the originally reported effect size with 
at least 80% power. Further, this project will report 
the cumulative evidence across multiple 
independent replications among multiple studies. 
Thus, no single replication from this project, just like 
no original experiment or study, can provide 
conclusive evidence for or against an effect; rather, 
it’s the cumulative evidence that forms the 
foundation of scientific knowledge.” 
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Response, cont.

“However, we understand the desire to perform the 
experiment independently again, but with modifications to 
the design outlined and peer reviewed in the Registered 
Report – before the results were known. While it’s not within 
the scope of this project, or as part of this publishing model, 
to also conduct these studies, the results of this replication 
bring variables not previously thought to influence the 
experiment into question (size of the control tumors at the 
end of the study, length of treatment, etc). Importantly 
though, it is only because of the results that these and other 
aspects now become targets for hypothesizing and 
investigation.”
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“Scientific claims gain credibility by accumulating evidence 
from multiple experiments, and a single study cannot 
provide conclusive evidence for or against a claim. Equally, 
a single replication cannot  make a definitive statement 
about the original finding. However, the new evidence 
provided by a replication can increase or decrease 
confidence in the reproducibility of the original finding. 
When a replication "fails" it can spur productive theorizing 
about the source of that irreproducibility.”



66

Moving away from “reproducibility”
 Most empirical science is not a series of “proofs” and “disproofs”. 

 Our (flawed) intuition about “reproducibility” derives from 
experiments (or mathematics) where the signal/noise ratio is 
quite high, e.g. cold fusion, cloning. 

 The better question is how efficient is the scientific enterprise in 
generating reliable knowledge, what affects that efficiency, and 
how we can improve it. (Includes % of research that is 
uninformative.)



INFERENTIAL REPRODUCIBILITY



68

68





70

70

We found that ….while the effect was in the same 

direction as the original study (Figure 4C; Sirota et al., 

2011), it was not statistically significant. …

Doxorubicin treatment in a xenograft model using A549 lung 

adenocarcinoma cells did not result in a statistically 

significant difference compared to vehicle control despite 

tumor volume being reduced to levels similar to those 

reported in the original study (Figure 4C; Sirota et al., 2011). 

Finally, we report a random effects meta-analysis for each 

result. These meta-analyses show that the inhibition of A549 

derived tumors by cimetidine resulted in a statistically 

significant effect, as did the inhibition of A549 derived tumors 

by doxorubicin. 
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Review comment
2) The original study observed a statistically significant reduction in 
A549 tumor volume while the current study did not, although the 
direction and magnitude of changes are similar. …. The current study 
conducted pre-planned contrasts on log transformed data within the 
framework of ANOVA, and the p-values are Bonferroni corrected, while 
the previous study performed t-tests on untransformed data without 
Bonferroni correction. 

Why is Bonferroni correction used in the new study as opposed to 
testing directly the single original hypothesis, i.e. that tumor growth of 
cimetidine treated mice at the highest concentration is reduced 
compared to PBS/vehicle treatment? We don't see the rationale here 
for introducing a Bonferroni correction. In addition, it is well known 
that Bonferroni is an ultra-conservative way to account for multiple 
hypothesis testing. Without Bonferroni correction, the p-value is 
significant (p = 0.035) despite the larger error size. Please explain and 
discuss.
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Authors’ response
We performed Bonferroni correction because of the multiple 
comparisons (3 in total) that we performed on this experimental 
design. While this is a more conservative approach to adjust for 
multiple testing, we accounted for this in our power calculations 
to ensure the sample size was sufficient. ….. However, the 
difference between significant and not-significant is not 
necessarily statistically significant (see: Gelman and Stern, 2006; 
Nieuwenhuis et al., 2011), which is why the replication study 
designed and performed the statistical tests this way.

To allow readers to interpret the test results, we report the 
corrected and uncorrected p values. To further clarify why we 
performed the ANOVA and multiple comparison corrections we 
revised the manuscript to explain the analysis and how we 
accounted for the Bonferroni approach in our sample size 
calculations.
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Review comment
 3) Please note that there are more effective models in which the curves 

can be easily fit by regression analysis (e.g. MANOVA or Regression 
with RE/AR errors). Such models could be used here. Using the last 
time point is especially sensitive to measurement errors. …Please 
explain these issues and provide the data plotted as individual 
xenografts rather than averages in the supplemental data so that 
readers can examine the extent of mouse to mouse variations.

 Thank you for this suggestion. We agree that different models to 
analyze the data could be used and we encourage others to explore the 
data this way. …However, for this specific project we have restricted 
our analysis to what we specified in the Registered Report and how the 
sample size was determined. The final caliper measurement was also 
the approach taken in the original paper. Also, during peer review of 
the Registered Report we proposed performing an exploratory analysis 
of all the data, but removed this as suggested by a reviewer since in 
vivo caliper measurements are noisy, especially with the earlier time-
points when the tumors are smaller in size. We have revised the 
manuscript to communicate how multiple approaches could be taken, 
but we have limited our analysis to what we proposed.
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Dang. eLife 2017;6:e22661. DOI: 10.7554/eLife.22661



Accuracy was related to expertise: experts with 

higher h-indices were more accurate, whereas 

experts with more topic-specific expertise were less 

accurate. Our findings suggest that experts, 

especially those with specialized knowledge, were 

overconfident about the RP:CB replicating individual 

experiments within published reports; researcher 

optimism likely reflects a combination of 

overestimating the validity of original studies and 

underestimating the difficulties of repeating their 

methodologies.
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Included DRPs  in their 
definition of research 
integrity, and made 
recommendations for 
institutional changes.
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“Misused statistics” is standard methodology 
within many disciplines….

 Reliance on single studies to establish major claims 

 Routine underpowering of experiments. 

 Selective reporting of experiments that ”work.” 

 Failure to account adequately for massive multiplicity and high 
“research degrees of freedom”.

 Poor reporting and handling of missing data 

 Strong publication bias in high tier journals. 

 Failure to conduct sensitivity (aka robustness) analyses.

 Inadequate internal or external validation.

 Use of rigid significance verdicts. Minimal reporting of precision.
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Reproducibility and precision oncology
 Because these predictors almost defy assessment of ”face validity,” 

attention to rigorous development, complete and transparent 
reporting and proper validation is more important than for medical 
interventions whose mechanism is at least partly understood.

 Transparency about developmental methods is less important than 
those around validation.

 Multiple validation studies should be done.

 RCTs maybe be the only way to assess the whole decisional-
therapeutic pathway.

 Continued performance monitoring, e.g. Phase IV, should be done 
with these markers just as with therapeutics. 

 Patient outcomes are the bottom line.
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Thank you!


