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HIPAA and Protecting Health Information

in the 21st Century

In March 2018, the Trump administration announced a
newinitiative, MyHealthEData, to give patients greater ac-
cess totheir electronic health record and insurance claims
information. The Centers for Medicare & Medicaid Ser-
vices will connect Medicare beneficiaries with their claims
dataand increase pressure on health plans and health care
organizations to use systems that allow patients to ac-
cess and send their health information where they like.

ered entities,” including dlinicians, health care facilities,
pharmacies, health plans, and health care dearinghouses—
and too onerousin its requirements for patient authoriza-
tion for release of protected healthinformation. Over time,
however, HIPAA has proved surprisingly functional. Par-
ticularly after being amended in the 2009 HITECH (je, the
Health Information Technology for Econoemic and Clinical
Health) Act to address challenges arising from electronic



Current and Near Future Applications
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Two Possible Ways of Dividing the World

Function Purpose

Imaging Democratizing Expertise
Prognostics Automating Drudgery
Diagnostics Optimizing Resources
Treatment Pushing Frontiers

Suggested by Nicholson Price, U Mich. Law School



Ethics of Building + Implementing Predictive
Analytics

Phase 1: Acquiring Data

¢ Consent

« Data Set Representativeness
 Governance

Phase 2. Building and Validating Model
 Auditing

* Transparency

* Trade Secrecy

Phase 3. Testing Model in Real World Settings
* Notice and Consent for Use on Patients?
 Liability

* Regulator Role

Phase 4. Broad Dissemination

* Equitable Access




Search All v Enter Search Term

Liability

(v

[T Views O | Citations 0 | Altmetric 8

N

M)

\&) viewpoint

DAl October 4, 2019

More 7 H H HH HP— H - H

*¢” Potential Liability for Physicians Using Artificial
Intelligence
W. Nicholson Price 11, JO, PhD1; Sara Gerke, Dipl-Jur Univz; |. Glenn Cohen, 03
» Author Affiliations | Article Information
JAMA. Published online October 4, 2019. doi:10.1001/jama.2019.15064
‘ /

Figure. 7] View Large i Download @ @

At > a - L ST B N T 3 g = > ye P

Standard of care Correct Follows Good No injury and no liability

1

2 Rejects Bad Injury and liability

3 Incorrect (standard | Follows Bad Injury but no liability

4 of care is incorrect) | paiects Good No injury and no liability
5 Nonstandard care Correct (standard | Follows Good No injury and no liability
6 of careisincorrect) | paiacts Bad Injury but no liability

7 Incorrect Follows Bad ln]uryand llabmty o

8 Rejects Good No injury and no liability

Examples of Potential Legal Outcomes Related to Al Use in Clinical Practice
Al indicates artificial intelligence.



Case: 1:19-cv-04311 Document #: 1 Filed: 06/26/19 Page 1 of 43 PagelD #:1

Privacy + Consent

IN THE UNITED STATES DISTRICT COURT
FOR THE NORTHERN DISTRICT OF ILLINOIS, EASTERN DIVISION

MATT DINERSTEIN, individually and on Case No.
behalf of all others similarly situated.

Plaintiff.
V.

GOOGLE, LLC, a Delaware limited liability
company, and THE UNIVERSITY OF
CHICAGO MEDICAL CENTER, an Illinois
not-for-profit corporation, THE
UNIVERSITY OF CHICAGO, an Illinois
not-for-profit corporation.

Defendants.

CLASS ACTION COMPLAINT AND DEMAND FOR JURY TRIAL

Plaintiff Matt Dinerstein brings this Class Action Complaint and Demand for Jury Trial

L ~  Enter Search Term

University of Chicago (collectively referred to as the “University™ or “University of Chicago™).

l ' . ) Views13,038 Citations O | Altmetric 168 | Comments 1
,/ \\ L Viewpoint
‘ | A

August 9, 2019
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The market for patient data has never been more active. Technology companies, from startups to giants, are ea-
ger to access electronic health record (EHR) data to build the next generation of health-focused products. Med-
ical artificial intelligence (Al) is particularly data-hungry; large, representative data sets hold promise for advanc-

ing not only Al companies' growth, but also the health of patients.! Companies' overtures to major hospitals
about data sharing have highlighted legal and ethical uncertainties as to whether and how to undertake these

relatinnshins




Types of Health Data

Health information
generated by HIPAA-covered
entities

|. Glenn Cohen & W.
Nicholson Price |l
Privacy in the Age of
Medical Big Data, Nature
Medicine (2019)
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