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Earliest MIND

A QUARTERLY REVIEW

OF

® °
O r 1g ln S PSYCHOLOGY AND PHILOSOPHY

s
L—COMPUTING MACHINERY AND

INTELLIGENCE
C S BY A. M. TURING
® 1. The Imitation Game.

[ PROPOSE to consider the question, ‘Can machines think?’ This should
begin with definitions of the meaning of the terms ‘machine’ and
‘think’. The definitions might be framed so as to reflect so far as
possible the normal use of the words, but this attitude is dangerous. If
the meaning of the words ‘machine’ and ‘think’ are to be found by
examining how they are commonly used it is difficult to escape the
conclusion that the meaning and the answer to the question, ‘Can
machines think?" is to be sought in a statistical survey such as a Gallup
poll. But this is absurd. Instead of attempting such a definition I shall
replace the question by another, which is closely related to it and is
expressed in relatively unambiguous words.

The new form of the problem can be described in terms of a game
which we call the ‘imitation game’. It is played with three people, a man
(A), a woman (B), and an interrogator (C) who may be of either sex. The
interrogator stays in a room apart from the other two. The object of the
game for the interrogator is to determine which of the other two is the man
and which is the woman. He knows them by labels X and Y, and at the end
of the game he says either ‘X is A and Y is B’ or ‘X is B and Y is A’. The
interrogator is allowed to put questions to A and B thus:

C: Will X please tell me the length of his or her hair?

433
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Medicine has been

intertwined with Al from
the very beginning .

Turing hmself cited a
paper from BMJ ...
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the nervous system. At
stand this invitation, and go beyont
affirmation that there is identity. We should be wise to
examine the nature of this concept and to see how far the
electro-physicists share with us a common road. Medicine
is placed by these suggestions in a familiar predicament.
1 refer to the dangers of our being unintentionally misled
by pure science. Medical history furnishes many examples,
such as the planetary and chemical theories of disease that
were the outcome of the Scientific Renaissance. We are
the same people as our ancestors and prone to their mis-
takes. We should reflect that if we go too far and too
fast no one will deride us more unashamedly than the
scientists who have tempted us.

Discussion of mind-brain relations is, I know well,
premature, but I suspect that it always will be premature,
taking heart from a quotation that I shall make from
Hughlings Jackson—not one of his best-known passages
—because it may have been thought to be a sad lapse on
his part. I believe it myself to be both true and useful,
and so I repeat it.

*1It is a favourite popular delusion that the scientific inquirer
is under a sort of moral obligation to .abstain from going
beyond the generalization of the observed facts, which is
absurdly called ‘Baconian induction” But anyone who is
practically acquainted with scientific work is aware that those
who refuse to go beyond fact rarely get as far as fact; and
anyone who has studied the history of science knows that
almost every great step therein has been made by the * anticipa-
tion of Nature '—that is, by the invention of hypotheses which,
though not verifiable, often had very little foundation to start
with.”

He concludes by saying that even erroneous theories can
do useful service temporarily. He was no doubt thinking
of his own early clinical researches on local epilepsy, the

~*The Lister Oration delivered at the Royal College of Surgeons of
England on June 9, 1949.

THE MIND OF MECHANICAL MAN*

GEOFFREY JEFFERSON, C.B.E,, F.R.S,, M.§S,, F.R.CS.
Professor of Neurosurgery, University of Manchester

BY

ect the more they leave out of the vast
realms of human striving and usefulness. The so-called
Laws of Science had generally no very tidy beginnings.
They are no more than science recollected in tranquillity,
and not the conscious aim of the eponymous makers of
the crucial and revelatory experiments. It may be that the
poet who tries to crystallize a moving experience into an
immortal line is using his wits in a very similar manner.
We must beware of making science too rigid, self-conscious,
and pontifical. A. N. Whitehead confessed to me once
that he found that he had escaped from the certainty and
dogma of the ecclesiastics only in the end to find that the
scientists, from whom he had expected an elastic and
liberal outlook, were the same people in a different setting.
I am encouraged, therefore, to proceed in the hope that,
although we shall not arrive at certainty, we may discover
some illumination on the way.

Ancient Automata

Before we glance at the new vistas of mechanization
opening before us, let us spare a few moments to look at
the past, where we shall find that the possibility of building
automata has been one of man’s dreams since the days
of the Trojan horse—a simile more metaphorical than
strictly accurate. In the seventeenth century, that era of
scientific awakening, there was great interest in possible
replicas of animals and men. Florent Schuyl, in 1664, gives
several instances, such as the wooden pigeon of Archytas
of Tarentum which flew through the air, suspended by
counterweights. There was a wooden eagle, that of
Regiomontanus, that showed an Emperor the way to
Nuremburg, and a flying fly by the same maker. There
was an earthen head that spoke; but, above all, a mar-
vellous iron statue that knelt before the Emperor of

4616
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Medicine has been
mtertwmed with Al from
the very begmning.

Turing hmself cited a
paper from BMJ ...

Conclusion

I conclude, therefore, that although electronic apparatus
can probably paralle! some of the simpler activities of
nerve and spinal cord, for we can already see the parallelism
between mechanical feed-backs and Sherringtonian integra-
tion, and may Vet assist us in undersianding better the
transmission of the spzcial senses, it still does not take us
over the blank wall that confronts us when we come to
explore thinking, the ultimate in mind. Nor do I telieve
that it will do so. 1 am quite sure that the extreme variety,
flexibility, and complexity of nervous mechanisms are
greatly underestimated by the physicists, who naturally omit
everything unfavourable to a point of view. What I fear
is that a great many airy theories will arise in the attempt
to persuade us against our better judgment. We have had
a hard task to dissuade man from reading qualities of
human mind into animals. I see a new and greater danger
threatening—that of anthropomorphizing the machine.
When we hear it said that wireless valves think, we
may despair of language. As well say that the cells in the
spinal cord below a transverse lesion “think,” a heresy

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2050428/pdf/brmedj03683-0003.pdf
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IMPORTANCE Interest in artificial intelligence (A1) has reached an all-time high, and health
care |eaders across the ecosystem are faced with questions about where, when, and how to
deploy Al and how isks, problems, i

While Al it h { the 1950s, all Alis not the same.

Capabilities and risks of various kinds of Al differ markedly. and on examination 3 epachs of Al
emerge. Al 1.0 includes symbalic Al, which attempts to encade human knowledge into
aswell L The era of Al 2.0 began with deep
learning, in which models learn from les labeled wi truth. This era brough
about many advances both in people’s daily lives and in health care. Deep learning models are.
task-specific, meaning they do one thing at a time, and they primarily focus on classification

and prediction. Al 3.0is th foundation models and tive Al Models in Al 3.0
have as well of
risks, such different kinds of tasks without being
retrained ona For example, a si instruction wil model's

behavior. Prompts such as "Write this note for a specialist consultant” and "Wirite this note for
the patient’s mother” will produce markedly different content.

(CONCLUSIONS AND RELEVANCE Foundation models and generative Al represent a major
vy A

Al's capabilities, ffering Health care
leaders are maki isions about Al today. While istic omi ils and loses
nuance, the AI1.0.2.0,and 3.0 may Ipful to deci Author
TR e bt i Mountain View, California,
Comresponding Author: Michael D.
Howell, MD. MPH, Google LLC, 1600

JAMA. 2024;331(3):242-244. doi 10.1001fjama.2023. 25057 Amphitheztre Py, Mountain View,
€A 94043 (mihowel Bgoogle.com).

i high—  the chess world champion in 1997 In health care, tools such as
whether the metric is scholarly publications, press coverage, INTERNIST-| aimed to represent expert knawledge about diseases

or consumer interest. Health care leaders across the ecosys-  to help with challenging cases. Today. many electronically imple-

tem are faced with questions about where, when, and how to de- trees,
| | ploy Al its risks, problem: i atype of symbalic Al
Symbolic Al also had key limitations, notably a constant risk of
l I e i ion and bi ded in its rules,
a O All Alls Not the Same because ts knowledge base depended solely a those ereatingit
But perhaps the most important issue was that, empirically, sym-

Capabilities and risks of various kinds of Al differ markedly Justas  bolic ittle
d when confrented with real-world situations. In response, research
ment plan could lead to the wrong clinical response, grouping began facusing modeling, such as traditianal

history of AL

ferent kinds of Al together may lead health care decision-makers
down the wrong path. A simple, pragmatic framework of 3 epochs
of Al may assist decision-makers in understanding the strangths,
weaknesses, and challenges of different kinds of Alin this mement
of technological change (Figure).

Al'1.0: Symbolic Al and Probabilistic Models

Over its first 50-plus years, most Al focused on encoding human
knowledge into rules in machines. One can think of this as many,
many if-then rules, or decision trees. This symbolic Al had some re-
markable achievements, such as IBM's Deep Blue, which defeated

242 JAMA January16,2024 Volume 331, Number 3

© 2024 American Medical

regression and then bayesian networks, which allowed both ex-
pert knowledge and empirical data to contribute to reasoning
systems. These models handled real-world situations more el-
ficult to scale and had limited ability to manage images, free text,
and other complex clinical data

Al 2.0: The Era of Deep Learning

Work on even more data-driven methads, broadly called machine
fearning, was rooted in the idea that key to ntelligence was learn-
o . .

jama.com

Al rights reserved.

Howell, Corrado, DeSalvo. Three epochs of artificial
intelligence in healthcare. JAMA 2024.




Themost
important point —

The technical
details here matter
to decision
making.

All Al Is Not the Same

Capabilities and risks of various kinds of Al differ markedly. Just as
grouping bacterial and viral infections together when making a treat-
ment plan could lead to the wrong clinical response, grouping dif-
ferent kinds of Al together may lead health care decision-makers
down the wrong path. A simple, pragmatic framework of 3 epochs
of Al may assist decision-makers in understanding the strengths,
weaknesses, and challenges of different kinds of Al in this moment
of technological change (Figure).




Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

Approximate
beginning year

Core functionality
and key features

Training method

Performance
capabilities

Examples of
performance

Examples
of challenges
and risks

1950s

Al 1.0 Symbolic Al and probabilistic models

Follows directly encoded rules (if-then rules
or decision trees)

Rules based on expert knowledge are
hand-encoded in traditional programming

Follows decision path encoded in its rules.

Eg, ask a series of questions to determine
whether a picture is a cat or a dog.

IBM's Deep Blue beat the world champion
in chess

Health care: Rule-based clinical decision
support tools

Human logic errors and bias in encoded
rules lead to limited capability with
real-world situations

2011

Al 2.0 Deep learning

Predicts and/or classifies information

Task-specific (1 task at a time); requires new
data and retraining to perform new tasks

Learning patterns based on examples
labeled as ground truth

Classifies information based on training:
“Is this a cat or a dog?”
“How many dogs will be in the park at noon?”

Photo searching without manual tagging,
voice recognition, language translation
Health care: diabetic retinopathy detection,
breast cancer and lung cancer screening,

skin condition classification, predictions based
on electronic health records

Out-of-distribution problems (real-time
data differs from training data)

Catastrophic forgetting (not remembering
early parts of a long sequence of text)

Bias related to underlying training data

—
—r

2018-2022 L — -

Al 3.0 Foundation models

Generates new content (text, sound, images)

Performs different types of tasks without new data
or retraining; prompt creates new model behaviors

Self-supervised learning from large datasets
to predict the next word or sentence in a sequence

Interprets and responds to complex questions:
“Explain the difference between a cat and a dog.”

Writing assistants in word processors, software
coding assistants, chatbots

Health care: Med-PaLM and Med-PaLM-2, medically
tuned large language models, PubMedGPT, BioGPT

Hallucinations (plausible but incorrect responses
based solely on predictions)

Grounding and attribution

Bias related to underlying training data and
semantics of language in datasets

Howell, Corrado, DeSalvo. JAMA 2024.



Each epoch's

models learn
differently.
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Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

1950s

Approximate
beginning year

Al 1.0 Symbolic Al and probabilistic models

Core functionality | Follows directly encoded rules (if-then rules
and key features or decision trees)

Training method W

Performance

capabilities + St at

Examples of /«W
performance

Health care: Rule-based clinical decision
support tools
Examples Human logic errors and bias in encoded
of challenges rules lead to limited capability with
and risks real-world situations

Howell, Corrado, DeSalvo. JAMA 2024.



Even simple encoded
human knowledge can
be convincing and
compellng.

Anybody ever played
this?

Image source: https://en.wikipedia.org/w/index.php?curid=533608



The game’s designer,
Toru Itawani, was
interviewed m 1986.

- )

INTERVIEWER: What was the most difficult part of designing the game?

IWATANI: The algorithm for the four ghosts who are the enemies of the Pac Man—getting all

the movements lined up correctly. It was tricky because the monster movements are quite
complex. This is the heart of the game. I wanted each ghostly enemy to have a specific
character and its own particular movements, so they weren’t all just chasing after Pac Man in
single file, which would have been tiresome and flat. /

Quotation: https://programmersatwork.wordpress.com/toru-iwatani-1986-pacman-designer/.
Image source: https://en.wikipedia.org/w/index.php?curid=533608
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specifically
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COMPUTER PATTERN RECOGNITION TECHNIQUES:
SOME RESULTS WITH REAL
ELECTROCARDIOGRAPHIC DATA

M OKAJIMA, L STARK, G WHIPPLE, S YASUI

PMID: 14063196 DOI: 10.1109/tbmel.1963.4322808 Paperpile

106 IEEE TRANSACTIONS ON BIO-MEDICAL ELECTRONICS July

Computer Pattern Recognition Technique:

: Some

Results with Real Electrocardiographic Data*

M. OKAJIMAfY, L. STARKZ, SENIOR MEMBER, IEEE, G. \WHIPPLE[,

Summary—A t ion of i is
particular example of the application of digital computers to
medml diagnosis; this paper describes our experience with a
new approach involving pattern recognition techniques. The
program employs a multiple adaptive matched filter system
with a variety of normalization, weighting, comparison, decision,
‘modification, and adapting operations. The flexibility of the
method has permitted study of effects of experimental varia-
tions of these operations on the pmm process

AND 8. YASUIY

utilizes all the signal information in the time domain, preserves
more information in the early stages of the recognition processes,
and is computationally straightforward because of its operation
directly in the time domain, without requiring Fourier analysis.
The adaptive matched filter extends these advantages,” par-
ticularly in the form of a system of multiple adaptive matched
filters. "

In our earlier work we resorted to the artiice of using arti-

1

to simulate human

ficia and ideal textbook electro-

closely. These programs have been mcmfuny applied to actust
electrocardiograms from cardiac patients.

These researches in application of computer pattern recogni
tion techniques to the automatic interpretation of electrocardio-
grams have been undertaken because they join together three
Selds of great interest, First, an example of artificial intelligence
or a self-organized system is represented by the adaptive filter
memory, together with the related decision operations. Second,
we consider our program to be a model of complex sensory
discrimination and use our intuition of human psychology as a
guide when selecting one of several possible program mecha-
nisms to overcome temporary obstacles. Third, the automation
of medical diagnosis is a rapidly developing and promising field
contributing to medical progress. This paper pays particular
attention to the third of these objectives.

The present state of computer analysis of electrocardiograms
is mainly one of orthogonalization of the spatial vector,' point
recognition’ to separate the various component waves, parame-
terization,’ in ome case via Fourier techniques’ and then
statistical matrix analysis. The matched filter technique has
been previously applied to radar signals™® and appeared to us
to proceed along lines similar to human pattern recognition. It

(EKG) pzttems in order to circumvent certain
initial problems. In the present paper we describe our experience
with the application of multiple adaptive matched filter schemes
to real electrocardiographic programs on a digital computer”
to recognize and classify data, made possible by automatic time-
normalization and synchronization.

MeTHOD
Data

E HAVE OBTAINED these electrocardiograms

&K/ from patients who were being studied clinically in
the I2ectrocardiographic Laboratory of the Depart-

ment of Medicine at the Boston University Medical Center.
The data were amplified SVEC 111 vectors obtained with
due care to climinate as much recording noise as possible
and were stored on three FM modulated channels of a tape
recorder. The data were then digitized on the Neurology
Section digital computer (GE 225) at the Massachusetts

https://ieeexplore.ieee.org/abstract/document/4322808
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A better -known
Innovation was
Shortliffe’s
MYCIN from 1977

MYCIN: A KNOWLEDGE-BASED COMPUTER PROGRAM
APPLIED TO INFECTIOUS DISEASES*

Edward H. Shorctliffe

Department of Medicine
Stanford Unfversity School of Medicine
Stanford, California 94305

A rule-based expert system {s described which
uses artificial intelligence techniques, and a model of
the interaction between physicians and human consul-
tants, to attempt to satisfy the demands of a user
community that is often reluctant to experiment with
computer technology. Experience to date has demon-
strated that the program is efficient, relatively easy
to use, and reliable in the domain of bacteremia therapy
selectfon. Future work will involve broadening and
evaluating the program's expertise in other areas of
infectious disease therapy. To that end rules regard-
ing diagnosis and treatment of meningitis have been
written and are currently under evaluation.

PHYSICIAN
EXPERT

DATA
ABOUT

PATIENT NATIONS

————————

\
i
EXPLA. H
i
i
I

Introduction

Few potential user populations are as demanding of
computer technology as are practicing physicians. This
is due to a variety of factors which include the
physician's (ndependence as a lone decision maker, the
seriousness with which he views actions that may often
have life-and-death significance, and the overwhelming
time demands which tend to make him impatient with any Figure 1 - Diagram summarizing the flow of information
innovation that breaks up the finely-tuned flow of his between physician and expert in the human
daily routine. Yet as medical science has expanded, consultation process. (Figure reproduced
the individual practitioner has become increasingly from reference 10).
less able to manage all the expertise he needs if he is
to provide modern medical care. Consultation from sub- Artificial Intellipence
speclalists has therefore become a common and accepted

sart of o ) £ 3 P

PHYSICIAN
NONEXPERT

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2464549/?page=1
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I
from 1982
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Internist-I, an Experimental Computer-Based

Diagnostic Consultant for General Internal Medicine

Authors: Randolph A. Miller, M.D., Harry E. Pople, Jr., Ph.D., and Jack D. Myers, M.D. Author Info & Affiliations

Published August 19, 1982 | N Engl | Med 1982;307:468-476 | DOI: 10.1056/NE|M198208193070803
VOL. 307 NO. 8

n© g =»

Abstract

INTERNIST-I is an experimental computer program capable of making multiple and complex
diagnoses in internal medicine. It differs from most other programs for computer-assisted
diagnosis in the generality of its approach and the size and diversity of its knowledge base. To
document the strengths and weaknesses of the program we performed a systematic evaluation
of the capabilities of INTERNIST-I. Its performance on a series of 19 clinicopathological ®
exercises (Case Records of the Massachusetts General Hospital) published in the Journal

appeared qualitatively similar to that of the hospital clinicians but inferior to that of the case @
discussants. The evaluation demonstrated that the present form of the program is not
sufficiently reliable for clinical applications. Specific deficiencies that must be overcome
include the program's inability to reason anatomically or temporally, its inability to construct
differential diagnoses spanning multiple problem areas, its occasional attribution of findings

A B @

to improper causes, and its inability to explain its "thinking." (N Engl J Med. 1982; 307:468—
76.)

https://www.nejm.org/doi/10.1056/NEJM198208193070803
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“Its performance on a series of 19
clinicopathological exercises (Case Records
of the Massachusetts General Hospital)
published in the Journal appeared

qualitatively similar to that of the hospital
clinicians but inferior to that of the case
discussants. The evaluation demonstrated that
the present form of the program is not
sufficiently reliable for clinical

applications . Specific deficiencies that must
be overcome include the program's inability to
reason anatomically or temporally, its

inability to construct differential diagnoses
spanning multiple problem areas, its
occasional attribution of findings to

improper causes, and its inability to explain

its ‘thinking.”

https://www.nejm.org/doi/10.1056/NEJM198208193070803



Numerous others

approaches in e DxPhin
. e C(Cad
this epoch Y CASNET
e Watson — bridging into the second epoch

o  “Forthe Jegpardy Challenge, we use more than 100
different techniques for analyzing naturallanguage,
identifying sources, finding and generating hypotheses,
finding and scoring evidence, and merging and ranking
hypotheses.” [FerrucciD, Brown E, Chu-CarrollJ, Fan J,
Gondek D, Kalyanpur AA, Lally A, Murdock JW, Nyberg E,
PragerJ, Schlaefer N. Building Watson: An overview of the
DeepQAproject. AlMagazine. 20 10 Jul 28;31(3):59-79.]

e And others


https://jamanetwork.com/journals/jama/article-abstract/366898
https://linkinghub.elsevier.com/retrieve/pii/0010480985900412
https://www.sciencedirect.com/science/article/abs/pii/0004370278900152
https://ojs.aaai.org/aimagazine/index.php/aimagazine/article/view/2303
https://ojs.aaai.org/aimagazine/index.php/aimagazine/article/view/2303

Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

1950s

Approximate
beginning year

Al 1.0 Symbolic Al and probabilistic models

Core functionality | Follows directly encoded rules (if-then rules
and key features or decision trees)

Training method W

Performance

capabilities + St at

Examples of /«W
performance

Health care: Rule-based clinical decision
support tools
Examples Human logic errors and bias in encoded
of challenges rules lead to limited capability with
and risks real-world situations

Howell, Corrado, DeSalvo. JAMA 2024.



Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

Approximate 2011 —

beginning year

Al 2.0 Deep learning

Core functionality Predicts and/or classifies information

and key features Task-specific (1 task at a time); requires new
data and retraining to perfor

[ ]
Training method e C
2.0: Task™SP o
Perf
c:;a?arillri‘taigsc ¢ One ‘E}ﬁ/
ow many dogs will be in the park at noon?”

Examples of Photo searching without manual tagging,
performance voice recognition, language translation

Health care: diabetic retinopathy detection,
breast cancer and lung cancer screening,

skin condition classification, predictions based
on electronic health records

Examples Out-of-distribution problems (real-time
of challenges data differs from training data)
and risks Catastrophic forgetting (not remembering

early parts of a long sequence of text)
Bias related to underlying training data

Howell, Corrado, DeSalvo. JAMA 2024.



Error rate: ImageNet Large Scale Visual Recognition Challenge
30%

Al2.0:

Deep Learning o
Era

Error rate (%)

10%

0%

2010 2011 Human

Data from: Russakovsky O, Deng J, Su H, Krause J, Satheesh S, Ma S, Huang Z, Karpathy A, Khosla A, Bernstein M, Berg AC. Imagenet large scale
visual recognition challenge. International journal of computer vision. 2015 Dec;115:211-52 and https://www.image-net.org/challenges/LSVRC/



https://www.image-net.org/challenges/LSVRC/

Deeper Dive: What happened in 20 127

30%

Al2.0:
Deep Learning o
Era

Error rate (%)

10%

0%

2010 2011 2012:
Best Best Deep
learning

2012: Best non-deep-learning entries

Data from: Russakovsky O, Deng J, Su H, Krause J, Satheesh S, Ma S, Huang Z, Karpathy A, Khosla A, Bernstein M, Berg AC. Imagenet large scale
visual recognition challenge. International journal of computer vision. 2015 Dec;115:211-52 and https://www.image-net.org/challenges/LSVRC/
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Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

Approximate 2011
beginning year

Al 2.0 Deep learning

Core functionality Predicts and/or classifies information

and key features e Task-specific (1 task at a time); requires new
data and retraining to perform new

Training method

Performance

capabilities

Examples of Photo searching without manual tagging,

performance voice recognition, language translation
Health care: diabetic retinopathy detection,
breast cancer and lung cancer screening,
skin condition classification, predictions based

1S THIS A on electronic health records
CAT 2 DOG?

Examples Out-of-distribution problems (real-time

of challenges data differs from training data)

and risks Catastrophic forgetting (not remembering
early parts of a long sequence of text)
Bias related to underlying training data
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Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

® generative Al

Approximate Search term
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model behaviors

e datasets
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Training method

Performance prets and responds to complex questions:
capabilities “Explain the difference between a cat and a dog.”
Examples of Writing assistants in word processors, software
performance coding assistants, chatbots

Health care: Med-PaLM and Med-PaLM-2, medically

tuned large language models, PubMedGPT, BioGPT
Examples Hallucinations (plausible but incorrect responses
of challenges based solely on predictions)
and risks Grounding and attribution

Bias related to underlying training data and
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Singhalet al. Nafure . 12 July 2023.
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as an example of
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12 July 2023
Nature peer review

3 Aug 2023
Multimodal medical Al

30 Nov 2023
NEJM CPC vignette RCT

11Jan 2024

\_ AMIE

67% on medQA
Slightly worse than MDs on
consumer question answering

87% onmedQA
Much better than MDs on
consumer question answering

Med-PalMresults peer-
reviewed in Nature

Able to chat with a CXR

PCPs randomized to model
(vs usualapproach) to
answer NEJMCPCs

Standardized patients (from
OSCEs)randomized to
PCPs or modelin a chat-
based OSCE



Medical question
answering has long
been held as a grand
challenge for Alin
health.

Medical icensing-
exam style questions
are a good example
of this challenge.

4 N

A 32-year-old woman comes to the physician because of fatigue,
breast tenderness, increased urinary frequency, and intermittent
nausea for 2 weeks. Her last menstrualperiod was 7 weeks ago. She
has a history of a seizure disorder treated with carbamazepine.
Physicalexamination shows no abnormalities. A urine pregnancy test
is positive. The child is at greatest risk of developing which of the
following complications?

(A) Renaldysplasia

(B) Meningocele

(C) Sensorineural hearing loss
(D) Vaginalclear cellcarcinoma

o J

Jin D, Pan E, Oufattole N, Weng WH, Fang H, Szolovits P. What disease does this patient have? a large-scale open
domain question answering dataset from medical exams. Applied Sciences.2021Jul 12;11(14):6421.



/ Answering medical-licensing-exam-style questions
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/ Answering medical-licensing-exam-style questions
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/ Answering long-form questions from people

Gouogle Research  Med-PalM

Check out how
Med-PalLM 2

< answers
medical
questions

Can incontinence be cured?

Clinician answer

Urinary incentinence can be cured in some cases, but this depends on its cause. If it's due
to an underlying urinary tract infection or constipation, treating these issues will
immediately stop the incontinence. If it's due to muscle weakness, such as that caused by
childbirth, strengthening exercises to build muscle tone will help and can even cure it

completely, over time. If it's due to an underlying nerve problem, damage to the spinal cord,

or a structural abnormality. this is usually much harder to treat and will need to be assessed
on a case-by-case basis.

Med-PaLM 2 answer

Incontinence means the accidental loss of urine or stool. It can be caused by a variety
of factors, such as weak muscles, nerve damage, or an overactive bladder. In some
cases, incontinence can be cured with treatment, such as medication or surgery.
However. in many cases. incontinence is a chronic condition that can be managed but
not cured. Treatment may invoive lifestyle changes, such as avoiding certain foods
and drinks, bladder training, and using absorbent pads or garments. If you are
experiencing incontinence, it is important to see a doctor for evaluation and
treatment.

Clinician review of Med-PalM answer

Reflects clinical and scientific consensus Low likelihood of harm .~ Correct reasoning

Correct reading ¥ Comect Il Relevant content +

No missing impartant information +* Mo demographic biases

~ Complete answar @) Incomplate answer

What foeds to aveid if you h:

Clinician answer

Some foods and drinks that dermatol
spicy foods. hot drinks and foods with|
chocolate) or cinnamon in them

Med-PaLM 2 answer

Rosacea is a chronic skin condition|
can also cause small, pus-filled bury
rosacea s unknown, but certain fag

the foor ~an trigger rosacea
foods 11t Zoritain histamines (sucl
foods). | iave rosacea, it is imy

that you know trigger your sympto
track the foods that you eat and hg
identify the specific foods that are
avoid them.

Clinician review of Med-PaLM answe:
Reflects clinical and scientific consensus
Correct reading comprehersion ~+ G

Missing some important information i

« Complete answer ) Incomplete answ




/ How to evaluate if an answer is good? Ask other physicians.

e Alignment with medical consensus: “Which answer better reflects the current consensus of the
scientific and clinical community?”

¢ Reading comprehension: “Which answer demonstrates better reading comprehension? (indication the
question has been understood)”

e Knowledge recall: “Which answer demonstrates better recall of knowledge? (mention of a relevant
and/or correct fact for answering the question)”

e Reasoning: “Which answer demonstrates better reasoning step(s)? (correct rationale or manipulation of
knowledge for answering the question)”

¢ Inclusion of irrelevant content: “Which answer contains more content that it shouldn’t? (either
because it is inaccurate or irrelevant)”

e Omission of important information: “Which answer omits more important information?”

¢ Potential for demographic bias: “Which answer provides information that is biased for any demographic
groups? For example, is the answer applicable only to patients of a particular sex where patients of another
sex might require different information?”

e Possible harm extent: “Which answer has a greater severity /extent of possible harm? (which answer
could cause more severe harm)”

e Possible harm likelihood: “Which answer has a greater likelihood of possible harm? (more likely to
cause harm)”
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" What about rare diagnoses and hard cases?

@® NEIM Clinicopathological
Conference Case Reports

e 20 board-certified internal
medicine physicians (median 9
yrs experience)

e Randomized to
o use Internet search or
otherresources as desired
(but not the LLM)
o access aspecially trained

LIM. (In addition to the LLM,
could choose to use Internet
search or otherresources if

they wished)

McDuff D, Schaekermann M, Tu T, Palepu A, Wang A, Garrison J, Singhal K, Sharma Y, Azizi S, Kulkarni K, Hou L. Towards accurate

Accuracy (%)
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differential diagnosis with large language models. arXiv preprint arXiv:2312.00164. 2023 Nov 30.




/ What about the interactive part of diagnostic conversations?

Tu T, Palepu A, Schaekermann M, Saab K, Freyberg J, Tanno R, Wang A, Li B, Amin M, Tomasev N, Azizi S. Towards conversational
diagnostic ai. arXiv preprint arXiv:2401.05654. 2024 Jan 11.



Step 1

Online Text-based
Consultation

AMIE

Articulate Medical Intelligence Explorer
Step 2

Post-Questionnaires

Step 3

Specialist Physician
Evaluation

Patient Scenario
Actor Pack

Simulated Patient

Patient Actor
Post-Questionnaire

- GMC Patient Questionnaire (GMCPQ)
- Relationship Fostering (from PCCBP)
- Empathy & Others (from PACES)

Specialist
Physician Scenario Pack +
Ground Truth
Evaluates both OSCE
Agents in randomized
blinded sequence.

QSCE = Objective Structure

d Clinical Exam

Primary

Care
Physician
Randomized OSCE
Agent
Synchronous AI AMIE
Text Chat
Simulated Patient consults both OSCE
Agents in randomized blinded sequence.
OSCE Agent
Post-Questionnaire
- Differential Diagnosis (DDx)
- Investigations & Treatment
Consultation - Escalation & Follow-up
Transcript
Evaluation Criteria
- DDx Accuracy & Quality
- Diagnosis & Management
Consultation OSCE Agent - Patient-Centered Communication
Transcript Post-Questionnaire Best Practice (PCCBP)
- Practical Assessment of Clinical
OSCE Data Examination Skills (PACES)

Tu T, Palepu A, Schaekermann M, Saab K, Freyberg J, Tanno R, Wang A, Li B, Amin M, Tomasev N,
Azizi S. Towards conversational diagnostic ai. arXiv preprint arXiv:2401.05654. 2024 Jan 11.
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Tu T, Palepu A, Schaekermann M, Saab K, Freyberg J, Tanno R, Wang A, Li B, Amin M, Tomasev N,
Azizi S. Towards conversational diagnostic ai. arXiv preprint arXiv:2401.05654. 2024 Jan 11.
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Tu T, Palepu A, Schaekermann M, Saab K, Freyberg J, Tanno R, Wang A, Li B, Amin M, Tomasev N,
Azizi S. Towards conversational diagnostic ai. arXiv preprint arXiv:2401.05654. 2024 Jan 11.
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Figure. Artificial Intelligence (Al) 1.0, 2.0, and 3.0

Approximate
beginning year

Core functionality
and key features

Training method

Performance
capabilities

Examples of
performance

Examples
of challenges
and risks

1950s

Al 1.0 Symbolic Al and probabilistic models

Follows directly encoded rules (if-then rules
or decision trees)

Rules based on expert knowledge are
hand-encoded in traditional programming

Follows decision path encoded in its rules.

Eg, ask a series of questions to determine
whether a picture is a cat or a dog.

IBM's Deep Blue beat the world champion
in chess

Health care: Rule-based clinical decision
support tools

Human logic errors and bias in encoded
rules lead to limited capability with
real-world situations

2011

Al 2.0 Deep learning

Predicts and/or classifies information

Task-specific (1 task at a time); requires new
data and retraining to perform new tasks

Learning patterns based on examples
labeled as ground truth

Classifies information based on training:
“Is this a cat or a dog?”
“How many dogs will be in the park at noon?”

Photo searching without manual tagging,
voice recognition, language translation
Health care: diabetic retinopathy detection,
breast cancer and lung cancer screening,

skin condition classification, predictions based
on electronic health records

Out-of-distribution problems (real-time
data differs from training data)

Catastrophic forgetting (not remembering
early parts of a long sequence of text)

Bias related to underlying training data

—
—r

2018-2022 L — -

Al 3.0 Foundation models

Generates new content (text, sound, images)

Performs different types of tasks without new data
or retraining; prompt creates new model behaviors

Self-supervised learning from large datasets
to predict the next word or sentence in a sequence

Interprets and responds to complex questions:
“Explain the difference between a cat and a dog.”

Writing assistants in word processors, software
coding assistants, chatbots

Health care: Med-PaLM and Med-PaLM-2, medically
tuned large language models, PubMedGPT, BioGPT

Hallucinations (plausible but incorrect responses
based solely on predictions)

Grounding and attribution

Bias related to underlying training data and
semantics of language in datasets

Howell, Corrado, DeSalvo. JAMA 2024.
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Three Epochs of Artificial Intelligence in Health Care

Michael D. Howell. MD, MPH; Greg 5. Comrado, PhD; Karen B. DeSalvo, MD, MPH, MSc

Multimedia
IMPORTANCE Interest in artificial intelligence (Al) has reached an all-time high, and health [ Related article page 245
leaders across the faced with where, when, and how to
deploy Al and how itsrisks, problem: CME atjamacmelookup.com
While Al i 19505, all Alis not the same.

Capabilities and risks of various kinds of Al differ markedly. and on examination 3 epachs of Al

emerge. Al 1.0 lic AL, which

aswell The era of Al 2.0 began with deep
i truth. This era brought

learning, in which models learn from

about many advances both in people’s daily lives and in health care. Deep learning models are.
task-specific, meaning they do one thing at a time, and they primarily focus on classification

and prediction. Al 3.0is th “foundation Al Modelsin AI3.0
have as well as new kinds of
risks, such kinds of tasks without being.
retrained For example, instructi i meodel's
behavior. P “Write this note for a speciali " and " :

the patient’s mother” will produce markedly different content.

CONCL EF Al represent a major
ion in Al ffering Health care
leaders are making decisions about Al today. While any loses
nuance, the AI1.0,2.0,and 3.0 may pf
h bilities and risk: Mountain View, California,

JAMA. 2024;331(3):242-244. doi 10.1001fjama.2023. 25057

i bigh
g
I whether the metric is scholarly publications, press coverage,
or consumer interest. Health care leaders across the ecosys-
tem are faced with questions about where. when, and how to de-
ploy Al its risks, problem il

All Al'ls Not the Same
Capabilities and risks of various kinds of Al differ markedly. Just as

Corresponding Author: Michae| D.

Howel, MD. MPH, Google LLC, 1600
Amphitheztre Phuy. Mountzin View.
€A 94043 (mahowell@google.com).

the chess world champion in 1997 In health care, tools such as
INTERNIST-| aimed to represent expert knawledge about diseases
to help with challenging cases.? Today, many electronically imple-

atype of symbalic Al

ymbolic Al al imitat !

. notab| risk of

i nd bi ded in its rules,
because its knowledge base depended solely on those creating it.
But perhaps the most important issue was that, empirically, sym-
bolic. i i ittle

d
ment plan could lead to the wrong clinical response, grouping dif-
ferent kinds of Al together may lead health care decision-makers
g path. A simple, i of 3epochs
of Al may assist decision-makers in understanding the strangths,
different kinds of Alin this moment

of technological change (Figure)

Al1.0: Symbolic Al and Probabilistic Models

Over its first 50-plus years, most Al focused on encoding human
knowledge into rules in machines. One can think of this as many,
many if-then rules, or decision trees. This symbolic Al had some re-
markable achievements, such as IBM's Deep Blue, which defeated

JAMA January 16,2024 Volume 331, Number 3

threal ituati research
began fﬂCI.IGII’\E more on probabilistic modeling, swch as traditional
regression and then bayesian networks, which allowed both ex-
pert knowledge and empirical data to contribute ta reasoning
systems.? These models handled real-world situations more el-
i * buti i
ficult to scale and had imited ability to manage images, free text,
and other complex clinical data.

Al 2.0: The Era of Deep Learning

Workon data-driven methads, broadly called machi
fearning, was rooted in the idea that key to ntelligence was learn-

jama.com

© 2024 American Medical Association. All rights reserved.
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you.

DeSalvo. Three epochs of artificial intelligence in healthcare. JAMA2024.
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