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———————— CBRAIN and LORIS are both cloud infrastructures

—— CBRAIN
- cloud-based web portal

- uses Compute Canada as its cloud backbone
- interoperable with other cloud services
- uses Boutiques to describe pipelines

LORIS
- can be served from any cloud resource
- has built-in API functionality
= - incorporates standardization to facilitate cloud usage




Data Types

Imaging
Behavior
Genetics
Epigenetics
Tissue samples

(Methods

LORIS’ Genomic Browser embeds display and download tools for
multiple formats of analyzed genomic data, facilitating large-scale
data acquisition, dissemination and analysis in imaging-genetics
research. Any format of derived genetic datasets, including
metadata about genetic data collection and analysis, can be loaded
and seamlessly linked with multi-modal subject data in LORIS.

Genetlc/ Clinical/Behavloural - Imaging
Eplgenetic
\ D
‘2. ;

Datasets Datasets
PLINK format 3D/4D including
Methylation CpG * MRI
beta-values - MEG
Variant Analysis * PET

GWAS, EWAS - Spectroscopy
CNV, SNP
BralnBrowser13

Visualization Embedded Volume
Links to resources: and Surface Viewer
« UCSC Genome Browser” ST e
» [HEC! Data tools
= AspireDB'! browser Ry h

Querying Dissemination

Filterable and exportable Exporting population
subject-based genomic ~ datasets for processing
profiles and analysis?.10
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o In progress

For list of 400+ measures: https://sites.google.com/site/lorisinstrumentlist/




CBRAIN s an infrastructure that connects researchers and dats from ol walks of scence o high

Accessibilty Efficiency Reproducidility

1 1
®
pert and cloud computing In i easy 1o marsge, reproducile, snd user-frisndly manner, 1 I .
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CBRAIN National HPC Integration
(300,000 processors)

Computational Resources provided by Compute Canada
~7 million CPU hours per year

compute | calcul
canada canada



CBRAIN / Texas Advanced Cmputmg

MCI ~°“"
) C braln

ngh Performance Computing
Portal

Stampede?2
Largest supercomputer in the world for academic science
18 Petaflops (~370,000 cores)

v ’ ”



CBRAIN canadian Distributed Neuroinformatics Platform

Rich Web Client

- Data Management & VOs
- Tool & Compute Access

- Reports

- 2D & 3D Data Visualisation
- Administrative Services

- 3rd Pany Cllents
CBRAIN Portal Tools & VMs
Models & Metadata

User Desktop

s;ax::os asm

Distributed Architecture § —
> Files  Tasks
4 o
|
!\‘ API ﬁ
= x
2, ?

Scientific Data Compute Resources

Execution Controller

Authenication
Authorization

Job
Processing

Remote
File

Systems

computescaleul o naoie Al

Idv
sseo20Vv ered
HPC Scheduler,

Remote Resources
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httpsi//githiub.comiboutiqies  “Boutiques” Glatard T etal., 2018

* Fully-automated integration of applications (. .

+ Deployment on heterogeneous computing resources through containers
+ Comprehensive input validation through a strict JSON schema
* Flexible application description through a rich JSON schema

Developer

Giga Science, 7, 2018, 1-11 ‘
GIGA)" i i
OXFORI lEN‘M E Techoics! Note tool with descriptor
Scientist

Platform 2. Configure data & analysis 1 Repository Container Index

Boutiques: a flexible framework to integrate =) 8 ﬂ

Oom
i @ 1. Launch analysis @

TECHNICAL NOTE

command-line applications in computing platforms
Tristan Glatard'~, Gregory Kiar?~, Tristan Aumentado-Armstrong®3,

Natacha Beck??, Pierre Bellec*, Rémi Bernard?~, Axel Bonnet®, Sscution Betiorm

Shawn T Brown??, Sorina Camarasu-Pop®, Frédéric Cervenansky®,

Samir Das??, Rafael Ferreira da Silva®, Guillaume Flandin’, Pascal Girard®, D !EE ‘
Krzysztof . Gorgolewski®, Charles R.G. Guttmann®, Valérie Hayot-Sasson’,

Pierre-Olivier Quirion*, Pierre Rioux?~, Marc-Etienne Rousseau®’
and Alan C Evansz_g Figure 1, Publication, integration, and execution of applications with Boutiques.



m Pipelines in CBRAIN

CBRAIN has over 50 execution pipelines available to users

Software Pipelines




Datalad Integration N

Datalad is a Python tool that builds on top of git-annex and extends it with an intuitive command-line
interface to enable transparently operating and managing data.

A CBRAIN Datalad DataProvider allows data from any Datalad repository to be imported into CBRAIN for

pipeline execution.
% = .

Pull data from the Gn-Annex Pull data from any
Canadian Open - Datalad enabled
Neuroinformatics 1 ’0 tq resource

Platform Openneusa

If data is in Datalad, it is now automatically available in CBRAIN!




4 > 900 Users (100s active at a given time)

0y [ 4 193 Sites from 30 different countries
Aps 4 > 30 Million CPU Hours served
L5 o ® - 1 willion Files (100s TB of data)
(s o R
R * % < Development Team
. ] 5 Full Time Developers
o Support
CBRAIN Worldwide User : Canadian Foundation for Innovation
. CANARIE
Communlty @  Healthy Brains for Healthy Lives (HBHL)

4 Canadian Open Neuroscience Platform (CONP)
@®  Canada/Cuba/China Axis (CCCAXxis)

Collaborations

Big Data Infrastructures in Neuroinformatics (Glatard)
CARMIN Project

Compute Canada

Texas Advanced Computing Center. (TACC)
Pittsburgh Supercomputing Center (PSC)
PERFORM Centre

Human Brain Project

OpenNeuro Platform

ekl
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m Become a CBRAIN User

« Sign Up for an account (completely free!)

- http://portal.cbrain.mcaqill.ca

compute ’ calcul
canada |canada

MCGILL CENTRE
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http://portal.cbrain.mcgill.ca/

MNI data-sharing and processing ecosystem

Fortiare In
———

S et »
LORIS: a web-based data management system for
multi-center studies
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Integration of “omics” Data and
Phenotypic Data Within a Unified
Extensible Multimodal Framework

TECHNICAL NOTE

Boutiques: a flexible framework to integrate
command-line applications in computing platforms
Tristan Glatard'~, Gregory Kiar®?, Tristan Aumentado-Armstrong??,
Natacha Beck??, Pierre Bellec*, Rémi Bernard??, Axel Bonnet®,

Shawn T Brown?*, Sorina Camarasu-Pop®, Frédéric Cervenansky®,

Samir Das??, Rafael Ferreira da Silva®, Guillaume Flandin’, Pascal Girard®,
Yrowertafl I, 18 Charlee R O O 9 YilLeia Tiownt. Caconnd

CBRAIN: » web-based, distributed comgating platiorm fior
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PCNO

https://conp.ca/

Med o-News
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Canadian Open Neuroscience Platform
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https://conp.ca/

Global Brain Consortium

Focused on EEG, behaviour, interoperability, outreach to LMIC
GBC workshop in Q2, 2019 (~50 people)
World Health Organization (OHBM-WHO Geneva meeting, 2017)

GBC Steering committee 4D spatiotemporal dynamics
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Gary Egan Maryann Martone Jean-Baptiste Poiine Katrin Amunts Alan Evans
Monash U. uUCsD McGill U. Julich McGill U.
Australian INCF, NIF CONP, INCF HBP CONP, INCF
Brain Alliance

l‘. -
Jane Roskams
UBC, CONP, Pedro Valdez-Sosa Bartha Knoppers Paul Thompson Greg Farber
\
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Interoperability with the cloud is key

- Our platforms have the capability to already interact with the cloud
Fully documented APIs are imperative !

= Our platforms have fully documented RESTful APIs

= Using our APIs can fully interact with the cloud for storage
Standardization is key to facilitating cloud based initiatives

- Independent of where data is stored, but needs to be done
Using cloud resources can be $$ (i.e. redundant data transfers)

-  Depends on the use-case (cost of maintaining storage vs. cloud)
- Once we get to the PB level, cloud storage becomes attractive Im p ortant

- Neuroimaging datasets are made up many small files (ideal for object stores) C | ou d

Containerization is a best practice (e.g. Docker, Singularity) considerations
-  Can take advantage of more scalable technologies (e.g. Kubernetes)

Neuroscience workflows are amenable to cloud computing
- Many small memory (4-16GB) naturally parallel processes
- Requires a large amount of data movement and orchestration

Having data storage close to processing can be efficient

- If cloud computing is used, data transfer will be cheaper
- If compute is outside the cloud, transfer much more expensive



Potential cloud risks and limitations

Security is outsourced to provider to some degree
-  Cloud providers provide differing levels of secured storage

Privacy might be in the fine print
- Must be careful the provider doesn’t suddenly own data (e.g. Dropbox)

Prohibitively expensive for very large memory workflows
- Still more cost-effective to perform on traditional HPC resources

Cost structure is much more complex
- Users left to their own devices could rack up large bills
- Poorly implemented infrastructures could lead to large costs for users
- Funding agencies will now have every grant paying for computing
- Should explore large cloud purchase for the whole community
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