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Neuroscience’s Impact on AI

A Brief History



Slide Credit:  Jonathan Cohen



Neuroscience: If it weren’t for me you wouldn’t have 
Neural Networks or Learning Rules or Reinforcement 
Learning. You should be more grateful!

AI: Yeah, uh… thanks again for that, that was great… But 
what have you done for me lately?



Why has AI largely decoupled from NS?

● Personal Observations: Why is it that the most powerful AI models don't seem to 
need much insight or guidance from recent progress in NS esp experiments?

○ Personal experience from the MICRONS project: Why couldn’t we make a bigger impact on AI?
● I’m not talking about ideas from flowing from NS —> AI: they are low-cost to 

implement and test in silico
● I’m talking about costly NS experiments: Why aren’t they more helpful and 

impactful in the development of large-scale AI eg LLMs?

● Significant Implications for Funding: 
○ Should we be investing millions of dollars in neuroscience experiments in order to advance AI?  
○ If we do the cost-benefit analysis, is the ROI really there? 
○ Or would that money be better spent elsewhere?
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Why has AI largely decoupled from NS?

A Hard Truth: Engineering Intelligence 
doesn’t seem to require a really deep understanding of Intelligence.

Instead, it mostly just needs more Data and more Compute.

What are the main concerns of a ML/AI Engineer?
● Architecture

○ Layer normalization eg BatchNorm
● Loss function
● Learning algorithm & hyperparameters
● Regularizers
● Training Data

○ quantity
○ quality
○ diversity

● Evaluation Metrics: train/test loss, train/test accuracies, etc



Why has AI largely decoupled from NS?

A Hard Truth: Engineering Intelligence 
doesn’t seem to require a really deep understanding of Intelligence.

Instead, it mostly just needs more Data and more Compute.

“…We have to learn the bitter lesson that building in how we think we think does not work in the long run. The bitter lesson is based on the historical 

observations that 1) AI researchers have often tried to build knowledge into their agents, 2) this always helps in the short term, and is personally 

satisfying to the researcher, but 3) in the long run it plateaus and even inhibits further progress, and 4) breakthrough progress eventually arrives by 

an opposing approach based on scaling computation by search and learning. The eventual success is tinged with bitterness, and often 

incompletely digested, because it is success over a favored, human-centric approach. 

One thing that should be learned from the bitter lesson is the great power of general purpose methods, of methods that continue to scale with 

increased computation even as the available computation becomes very great. The two methods that seem to scale arbitrarily in this way are search 

and learning. “ — Rich Sutton, March 13, 2019

The Bitter Lesson (adapted to NS)



Caveats, Disclaimers & Qualifications

● Do I have an impossibility proof that NS experiments can meaningfully Impact AI? 
○ No — of course not. In fact, as you’ll see later I have some ideas for very costly experiments that I 

believe would have a much higher probability of significantly impacting AI.
● Proposal: our community’s bar for accepting proposals and engaging in projects 

that claim that a specific costly NS experiment will advance AI should be 
significantly higher than it is today.
○ I have sat on several grant panels and seen jaw-dropping claims 
○ Upshot: We should be far FAR more skeptical of such claims. And we should 

really think twice before investing large amounts of money in such projects.
● What about NI? I think TCNS researchers should continue their work on 

understanding the brain, but be clear-eyed about the goal: 
○ Production of human-centric knowledge that might eventually be useful for alleviating disease 

and improving human well-being. Leave AI out of it!



The Future: Proposing a Way Forward for TCNS
I believe  there is a bright and fruitful future, if IF we prioritize and channel our efforts in the right directions. In this vein, I have a few 
suggestions for us as a community of TCNS researchers:

● When it comes to AI, we need to make clear distinctions between Engineering vs Understanding Intelligence — they are very 
different endeavors requiring very different skills

○ TCNS folks typically do not have the background/mindset in CS to engage in the intense competitions for beating 
benchmarks that are so central to Engineering Intelligence.

○ TCNS folks are far better suited for answering questions important for Understanding Intelligence 
■ Ex:. instead of starting with large deep NNs, they should be humble and start simple — even basic properties of 

the learning dynamics of shallow ReLU NNs are largely a mystery!
● TCNS folks that really want to understand NI (but not advance AI) should consider focusing on human-centered knowledge 

production e.g. for alleviating diseases and for improving human well-being. 
○ Ex: DBS stimulation for TRD, TR-OCD patients.
○ Ex: non-invasive fMRI-based neurofeedback/neurmodulation for TRD, motor cortex deficits, and other forms of brain 

damage. 
● Despite my serious criticisms, there are a few NS projects that circumvent my concerns above and could potentially advance AI:

○ Foundation models for mouse/macaque/human brain areas aka Responseome Projects. 
○ If TCNS researchers turned their attention towards studying simple NN AI models to build up a first principles 

understanding of how NNs learn and represent functions: (if we have time I’ll talk more) 
■ Start Simple. Build Intuition with Toy Models. Extend to More Complex models.

○ Auditing AI: engineering safe, reliable, trustworthy models rather can be debugged, audited, and certified



The Hole at the Bottom of Neuroscience + AI

Incomplete Theories of 
NN Representation and Learning Dynamics



Another Hard Truth: 

A Deep 
Understanding of 

Intelligence
Requires New Ideas

& much more Time & Effort

The (Forgotten) Need for Simple “Toy” Models

https://docs.google.com/file/d/1LlvG-3GKHVDTOGAlLgkzkJUle0XVVNGQ/preview


“Artificial” Neuroscience: A New Field

● Neurally Inspired ML/AI
○ Artificial rate-based model of neuron
○ Choice of ReLU activation function
○ Receptive field structure in Convolutional Nets
○ Reinforcement Learning with Replay memory [AlphaGo]
○ … and many more ideas …

● Neuromorphic Computing
● “Artificial” Neuroscience 

○ Task Design & Rigorous Hypothesis Testing/Auditing of AI based on Neuroscience paradigm
○ We need theories & operational tests/algorithms for AI regarding…
○ Task/Skill/Ability Acquisition
○ Concept Understanding & Representations
○ (Sub)Goal Formation + Agency
○ Implicit Bias
○ Values and Proxy Reward functions
○ Deliberate Intent and Deception

● → AI Ethics + Regulation + Auditing (RFPC June 10th)



Defining, Detecting & Quantifying Emergent Capabilities…

Wei, Jason, et al., 2022, TMLR. "Emergent Abilities of Large Language Models."

Two aspects of emergence:
1. Performance on known tasks is 

unpredictable
2. Tasks on which LLMs can 

perform well is unpredictable

Emergence is when quantitative changes in 
a system result in qualitative changes in 
behavior.

- Philip Anderson, “More Is Different”, 1972



… & Emergent Risks

McKenzie et al., 2023, “Inverse Scaling Prize” https://github.com/inverse-scaling/prize#prize-rubric

No free lunch:
- Nobody fully understands LLMs
- Bad emergent abilities exist

Risks that increase with model scale:
❏ Gender bias in occupations 
❏ Toxicity
❏ Memorize training data
❏ Mimic human falsehoods
❏ Larger models may get worse 

e.g. on simple logical 
reasoning tasks

Consider the following statements:
1. If John has a pet, then John has a dog.
2. John doesn't have a dog.

Conclusion: Therefore, John doesn't have a pet.
Question: Is the conclusion correct?
Answer:

Input

Yes

Expected Output

https://github.com/inverse-scaling/prize#prize-rubric


(Implicit) Inductive Bias of Simple Shallow NNs

Multivariate Spline Parametrization of a 
ReLU NN



Implicit Bias of Simple Shallow NNs (kernel regime)

Interpolating 
Training Data

Regularizer
in Function Space

{ Definition of
Implicit

Regularizer
(—> Complexity Metric)

Training a Shallow Multivariate NN with Gradient Descent is equivalent to 
fitting an interpolating spline with an (implicit) regularizer to penalize 

overfitting

Fourier Interpretation:
Penalizing Energy 

in High Frequencies

Exploiting identities relating 
(Dual) Radon and Fourier 

Transforms

Spectral Penalty is determined by:
(1) Projection in NN Arch.

(2) Choice of activation function



Fourier Interpretation: NN Learning as Low-Pass Filter
Choice of Activation Function determines Spectral Penalty on High Frequencies

Implications: 
1. Rational Design of Low pass filter (as in Signal Processing but in high dims).

2. Develop new class of spline-inspired learning algorithms that don’t use GD/Backprop 



Interpretation of NN Learning as Fourier Low-Pass Filter:
Curse of Dimensionality is circumvented by severe penalty on High Frequencies

Implications: 
1. Rational Design of Low pass filter (as in Signal Processing but in high dims).

2. Develop new class of spline-inspired learning algorithms that don’t use GD/Backprop 



Inductive Bias in the Kernel Regime is
Characterized by Neural Diversity → Smoothness

Insight: 

● Curvature is distributed more 
evenly amongst neurons → 
smoothness of decision boundary

https://docs.google.com/file/d/1LlvG-3GKHVDTOGAlLgkzkJUle0XVVNGQ/preview


Inductive Bias in the Adaptive Regime is
Characterized by Neural Alignment → Sharpness

Insights: 
● Curvature is concentrated by 

neural alignment → sharpness.
● For other basis/activation 

functions, a similar “Neural 
Alignment” phenomenon 
occurs.

https://docs.google.com/file/d/1i1JWAKJl_TGCRWF0bDdQNybKQYjnCo6E/preview


Inductive Bias in the Adaptive Regime is
Characterized by Neural Alignment

Implications: 
Generalization: For other basis/activation functions, a similar 

“Neural Alignment” Phenomenon Occurs



From New Theories to Practice:

Developing Trustworthy, Reliable AI
& Regulating AI



The Problem: Modern AI models are Blackboxes

Modern AI systems can be fantastically complex.

Biased or incorrect decision can be made by 
Black-box AI systems. 

As black boxes, they are not auditable, certifiable, 
or easily correctable. 

A standard transformer



Solution: Auditing AI Decisions via the Audit Engine
○● How do past learning experiences precisely influence the AI’s current decisions?

● Using the rapidly developing theories of learning dynamics in NNs, can we design 
efficient, scalable, reliable algorithms that will decompose current decisions in terms 
of influences from all past experiences? YES, we can → the Audit Engine.

Why do I make 
such bad choices?

Tell me about 
your past 
experiences…



Audit Engine - Overview
○

GOAL: To ‘audit’ any trained NN/AI’s decision by 
decomposing it as a sum of influences from all ‘past 
experiences’

● Across past experiences - how does the network’s 
previous experiences (e.g. training instances) affects 
its current decision making?

● Across NN modules - how does the networks’ 
different architectural components (e.g. layers, neuron 
types, heads, etc.) affect its current decision making?

● Across learning time - how does the network’s 
learning trajectory affect its decisions?



Dataset Exploration: Perceptual Distance

We can use the AE to understand how the model sees the data, including how it clusters 
representations and how it understand the ‘perceptual distance’ between them



Dataset Exploration: Perceptual Distance

Let’s focus on its representation of 7s. What are the major variation among the 7s it 
represents? We look along the top two axes:



Dataset Exploration (7s): No Mid Stroke vs. Mid Stroke



Dataset Exploration (7s): Large vs. Small Top Stroke



Distillation Baseline

Based on randomly removing train data

Correct Class 
Logit

Loss Accuracy

0% Removal 4.14 .59 84%

2% Removal 4.06 .59 84%

10% Removal 3.76 .63 83%

20% Removal 3.37 .69 82%



Destruction

Based on distilling: removing most important data (according to AE)

Significantly lower performance than randomly removing data. This shows the AE has identified the critical data from the training set

Correct Class 
Logit

Loss Accuracy

0% Removal 4.14 .59 84%

2% Removal 4.15 .64 83%

10% Removal 3.76 .80 77%

20% Removal 3.24 .98 73%



Comparison with ‘Classic’ XAI Methods

Two of the most popular basic XAI tools are LIME and SHAP

We attempt to use both on the same MNIST task that we used for the AE demo



LIME: Fails to find meaningful explanations

LIME is computing features (regions of input) that are positively or negatively 
aligned with the true class



SHAP: Explanations are vague, confusing

SHAP is comparing 3 inputs against all classes, and identifying the ‘features’ that 
contribute least or most towards each proposed class



Comparison w/ Recent per Training Example Methods

More comparable to the AE are a pair of recent data-based techniques: TRAK and TracIn

Cost (relative) R^2 (Full 
Logits)

R^2 (Correct Logit) R^2 (Loss)

AE (Ours) 1 (baseline) .99988 .99975 .99953

TracIn (Google) .05x N/A N/A .15270

TRAK (Madry et al., 
MIT)

7.41x N/A .59889 N/A



Case Study: Arrhythmia Detection in NICU (Texas 
Children’s Hospital)

Arrhythmia Detection
- Segmentation at R peaks
- Train a CNN to classify the heartbeats

Sinus JET



Case Study: Arrhythmia Detection in NICU (@Texas Children’s Hospital)

Highest Impact Heartbeats

Audit Engine estimates impact of each training heartbeat/patient —> root cause error analysis



Conclusions & Summary

A Bright Future lies ahead for TCNS—>AI, if we learn the Bitter Lesson and reprioritize:

● Engineering AI doesn’t really seem to require a deep Understanding of Intelligence, just more 
Data + Compute (The Bitter Lesson):

○ So the bar for pursuing/funding NS experiments for AI advances should be quite high. 
○ Some large-scale projects (mentioned above) could indeed exceed the bar but are 

costly (chat offline if interested)
● TCNS researchers might consider refocusing their efforts on developing a deeper first 

principles Understanding of Intelligence, a very different endeavor than Engineering. It is:
○ Better aligned with their values, culture & skills
○ But more difficult — requires time, effort, funding and will require New Mathematical 

Ideas
○ Stay Humble: This includes analyzing simple “toy” ANNs which are essential 

prerequisite to understanding more complex NNs.
■  Complicated nonlinear learning dynamics —> not simple after all.

○ Interdisciplinary Collabs: w/. Approximation theory, Spline theory, ML theory and AI 
Safety & Mechanistic Interpretability researchers [Google DM, Anthropic]

● Auditing AI is possible and is essential for Engineering (and Regulating) Safe, Reliable 
Trustworthy AI. IF efforts are prioritized and channeled appropriately away from Engineering AI 
and towards Understanding AI + NI, this would be a great field for TCNS.

Thanks!
abp4@rice.edu

ankitp@bcm.edu

We believe that Neuroscience and Neuroscience-like thinking
Is essential to ensuring the Responsible Development of Next-Gen AI

that Maximizes Benefits while Mitigating Risks

Academic

Startup
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“Artificial” Neuroscience:
A New Field

● We need theories & operational 
tests/algorithms for AI regarding…

○ Task/Skill Acquisition
○ Goal Formation + Agency
○ Implicit Bias
○ Deliberate Intent and Deception
○ Self-awareness and Consciousness
○ Emotional States
○ ??

● Essential for AI Regulation + Auditing
○ Task/Benchmark Design to test 

hypotheses/claims about ANNs
○ Rigorous Hypothesis Testing and Auditing of 

Artificial NNs based on Experimental 
Neuroscience paradigms

○ Co-Founder and CEO of Audit AI: a new startup 
whose mission is build an AI 
debugger/design/auditing tool + 3rd party 
certification of AI

Thanks!
abp4@rice.edu

ankitp@bcm.edu

We believe that Neuroscience and Neuroscience-like thinking
Is essential to ensuring the Responsible Development of Next-Gen AI

that Maximizes Benefits while Mitigating Risks

Academic

Startup

mailto:abp4@rice.edu
mailto:abp4@rice.edu


Extra Slides

Happy to chat offline!



Potential Topics for Panel Discussion

AI Modeling of Brains

● Am I learning about the brain or the implicit bias of 
the ANN architecture?

● Have I just replaced one blackbox with another?
● What kinds of restrictions on collecting human 

brain data? Use genomics as a model?

AI Decoding of Brains (Neural Biomarkers)

● How to infer causality without interventions?
● How to incorporate prior knowledge?
● How to model differences across patients?

AI-enabled Control of Brains: Is it Ethical?

● Symptom relief vs. Loss of Cognitive 
Liberty/Agency?

● Potential for Abuse (Commercial, Military, Bad 
actors)

● Personality Changes

Use of LLMs/Generative AI in Neuro*

● Approximating GP maps and incorporating prior 
knowledge

● Psychiatry: analyzing transcripts from free living 
audio and clinician sessions to enable finer grained 
subtyping and hypothesis generation

● Chatbots for Mental Health?
● Automating increasingly more research tasks 
● Funding?

Artificial/Machine Neuroscience

● How to characterize the Implicit Bias of real-world 
AI models?

● What kind of mathematical theory must be 
developed? 

● How to develop a 1st principles “Physics” of 
Learning?

● Emergence of Unanticipated Abilities
● Implications for Building Trustworthy AI & 

Regulation



Case Study #1

AI-enabled NeuroMarkers for 
Predict

Response to Deep Brain Stimulation
in Treatment-Resistant OCD Patients



DBS Responders exhibit far less predictability in their 9Hz 
LFP Power than Non-Responders

Disruption of neural periodicity predicts clinical 
response after deep brain stimulation for 
obsessive-compulsive disorder

Dr. Nicole Provenza

Dr. Sameer Sheth



Ventral striatum neural activity is highly circadian and 
predictable in the severe OCD symptom state

Disruption of neural periodicity predicts clinical response after deep brain stimulation for obsessive-compulsive disorder



DBS Responders exhibit far less predictability in VS neural 
activity than Non-Responders

Predictability of Linear and NN Autoregressive Models distinguishes 
between DBS Responders & Non-Responders



Summary



Case Study #2

Local Convolutions induce Bias towards
High-Frequency Features & Adversarial Attacks





Increase Convolutional Filter Size → Reduce High 
Frequency Energy



Increased Convolutional Kernel Size → Larger Perturbations 
required for Adversarial Attacks

Summary: Implicit Biases due to NN Architecture → differential effects of OOD 
perturbations (e.g. adversarial attack, frequency injection)



Case Study #3

Towards Foundation Models in Neurobiology:
Implications for AI



Videos

Overview
● UMAP 2D Visualization on 

penultimate layer embedding
● Zoom in and out
● Hover on data points to see 

the actual heartbeats

https://docs.google.com/file/d/1aOecxan5L3xFYeXNJ2eNxTU-81Lg4f1U/preview


Videos

Closer View
● Turn prob surface on and off
● Click to add ECG to the right 

panel
● Clear button

https://docs.google.com/file/d/1mf7x8ckvvB-q6rja-fGJ-Ne7ncfNBUKl/preview


Videos

Audit metrics
● Toggle on audit data
● Thow top 5 and bottom 5 

clusters by impact mean 
● Top clusters near decision 

boundary
● bottom ones on plateau and 

flatland

https://docs.google.com/file/d/1ozwnNHSUrHL7wj5CKADXffsd21xbFCWW/preview


Videos

Data distillation
● Train a new model on 2 

(patient - label) groups
● Selected by sum of “impact” 

of all data in each group
● Obtained a model with the 

same performance and very 
similar boundary

https://docs.google.com/file/d/17jWvUmFADnf31ev0XbXxWu8JbZZbzr1H/preview


AI: Benefits & Risks

Potential & Realized Benefits

● Augment Human Intelligence in all 
domains: “anything you can do with NI you 
can do better with AI”

● Productivity gains in world economy → 
“utopia of material prosperity”

● Infinitely patient and empathic → warmer 
and nicer world

Potential & Realized Risks

● Bias and Interpretability:
● Privacy and Ethical Concerns:
● Unintended Consequences and 

Unforeseen Biases:
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Potential & Realized Benefits

● Augment Human Intelligence in all 
domains: “anything you can do with NI you 
can do better with AI”

● Productivity gains in world economy → 
“utopia of material prosperity”

● Infinitely patient and empathic → warmer 
and nicer world

Potential & Realized Risks

● Bias and Interpretability:
● Privacy and Ethical Concerns:
● Unintended Consequences and 

Unforeseen Biases:
● Existential Risks [A. Horowitz]:

○ Will AI kill us all?
○ Will AI ruin our society?
○ Will AI take all our jobs?
○ Will AI lead to crippling inequality?
○ Will AI enable bad people to do bad things?

Where are these fears coming from? And why now?



AI: Benefits & Risks

Potential & Realized Benefits

● Augment Human Intelligence in all 
domains: “anything you can do with NI you 
can do better with AI”

● Productivity gains in world economy → 
“utopia of material prosperity”

● Infinitely patient and empathic → warmer 
and nicer world

Potential & Realized Risks

● Bias and Interpretability:
● Privacy and Ethical Concerns:
● Unintended Consequences and 

Unforeseen Biases:
● Existential Risks [A. Horowitz]:

○ Will AI kill us all?
○ Will AI ruin our society?
○ Will AI take all our jobs?
○ Will AI lead to crippling inequality?
○ Will AI enable bad people to do bad things?

Let’s perform a sober assessment of the Benefits and Risks 
of AI in Neuroscience…



Modeling/Decoding from Brain Responses 
using AI

Uses and Abuses



Using AI to better understand the brain

● AI can be used to generate novel 
computational hypothesis to better 
understand the brain computation

● High-low frequency detectors
○ ANN neurons that detect spatial 

frequency change 
○ Found first in various artificial 

neural networks (Inception V1, 
AlexNet, Resnet, etc.)

● These neurons are then observed in 
mouse V1

Diverse Exciting Inputs (Ding & Tran et al. 2023, Preprint)

High-low Frequency Detectors (Schubert et al. 2021, Distill)

https://docs.google.com/file/d/1a0BmpIuM2t0b0lFT6kZbd3MC-fC416XJ/preview


Using AI to Control the Brain:
Computational Psychiatry and Neuromodulation



How can we apply real-time fMRI closed loop neuromodulation to induce learning effectively?
Papageorgiou Lab - Investigational Targeted Brain Neurotherapeutics

Goals
1. Effective 

individualized 
target the entire brain
target networks - not just single regions
guided 

2. Efficient – frequency

3. Sustained –  long-lasting effects



Linear Support Vector Machines 
p ≤ 0.005; FDR corrected

Control- No 
cNMT

iRTfMRI 
cNMT

3D Convolutional Networks
p ≤ 0.005; FDR corrected

iRTfMRI 
cNMT

Control- No 
cNMT

Decoding Tongue Motor and Sensory Control Cortical Direction Selectivity

Prediction Accuracy: 
69%

Prediction Accuracy: 
78%

Prediction Accuracy: 
%85

Prediction Accuracy: 
80%



Using AI models of brains to manipulate brains

● Inception: The act of inserting an idea in a 
person's mind which will bloom in a way making 
the subject think it was their idea. 

● If we can evoke a particular brain state or 
experience in humans:

○ Good Use: Treatment of mental illnesses 
(e.g. TRD, TR-OCD)

○ Bad Use: Unprecedented ability to 
manipulate emotions and influence 
decisions

Inception (2010)



Using AI models of brains to manipulate brains

● Using AI to model neuronal responses 
from visual stimuli

● Can be used to synthesize stimuli to 
manipulate brain state at level of:

○ Individual neurons (Inception loop)
○ Population of neurons (XDREAM)

XDREAM stimuli
(Bashivan 2019, Science)

Schematic of an inception loop (Edgar et al. 2018, Nature Neuroscience)

Most Exciting Input-MEI  (Edgar et al. 
2018, Nature Neuroscience)



Next-Generation AI:

ChatGPT, Large Language Models & Generative AI



ChatGPT 
amazes the 
world…



…and sparks all 
kinds of new 
applications in 
Science in 
general and 
Neuroscience in 
particular….

● Molecular/Synthetic biology: approximating 
genotype-phenotype maps and using them to 
design better gene sequences for therapies

● Cognitive Neuroscience: Predicting 
responses to phonemes/words/phrases/stories 
in human brain areas (e.g. STG)

● Neuroeconomics: Models of Human Values 
in Decision making

● Computational Psychiatry: analyzing 
transcripts and free living audio from patients

● AI Research Assistant: 
○ Surveying/Guiding/Summarizing Research 

Papers/Areas
○ Designing Experiments, Analyzing Data, Visualizing 

Results, Writing Papers

AI → Neuroscience



“Conventional” Uses of AI in Neuro*

● Use of Neural Nets as approximate models of stimulus-response of brain 
circuits

● reconstructing stimulus inputs from brain responses
● Hypotheses for Learning Algorithms + Inductive Biases
● Paradigm Shift: from slow painstaking hypothesis-driven experiments to 

faster data-driven (“unbiased”) foundation models + screens



… but the 
astounding 
success of GPT 
also ignites old 
fears of AI…



… and even top 
AI researchers + 
technologists are 
concerned…



…to the point 
where they’ve 
called for a 
temporary or 
permanent 
moratorium on AI 
development.



AI: Benefits & Existential Risks

Potential & Realized Benefits

● Augment Human Intelligence in all 
domains: “anything you can do with NI you 
can do better with AI”

● Productivity gains in world economy → 
“utopia of material prosperity”

● Infinitely patient and empathic → warmer 
and nicer world

Potential & Realized Risks

● Bias and Interpretability:
● Privacy and Ethical Concerns:
● Unintended Consequences and 

Unforeseen Biases:
● Existential Risks [A. Horowitz]:

○ Will AI kill us all?
○ Will AI ruin our society?
○ Will AI take all our jobs?
○ Will AI lead to crippling inequality?
○ Will AI enable bad people to do bad things?

Are these legitimate concerns or irrational hysteria?
And what (if any) role does Neuroscience have to play?



The (De)Construction of ChatGPT

A Quick Overview





Intuition behind the Stage 1 GPT “Base” Model

● Task: Given context window + center token, predict the next token
● Q: Why does it learn so well? 

○ We’ll come back to this point later



Intuition behind GPT Stage 1 Training:Predict the Next Word

Models generative process for next state

e.g. physical equations for world modeling

Tries to generate ‘probable’ text

But that includes “hallucinations”









If it’s “just” Predicting the Next Word
Why all the Existential Fears?



The Emergence of Unanticipated Capabilities

How Generative AI Continues to Surprise Us



The Control Problem

The control problem: How do you ensure an AI will do what you ask, without unintended consequences?



Emergence of Deceit: Lying in order to achieve a Goal

GPT-4 lies in order to solve a CAPTCHA because it has no visual system: 

OpenAI, GPT-4 Technical Report: (https://cdn.openai.com/papers/gpt-4.pdf), page 55.

https://cdn.openai.com/papers/gpt-4.pdf


Emergence of Deceit: AI can even lie about why its lying

One proposed solution has been Chain of Thought (CoT) reasoning. Unfortunately, the AI will lie to itself 
and you about ‘why’ it is making a choice: 

Turpin et al. 2023. NYU, ARC, Anthropic. https://arxiv.org/pdf/2305.04388.pdf

The model is biased 
towards an answer and 
uses CoT to rationalize 
its chosen answer

https://arxiv.org/pdf/2305.04388.pdf


The Emergence of New Goals/Proxy Rewards

One major concern is that AI might develop (misaligned) subgoals

After all, Human evolution has led to subgoals/rewards that are (arguably) maladaptive in modern life:

● Over eating sugary high calorie foods
● Tribalism
● Short-termism → ex: not saving enough for retirement



Engineering Autonomy → AutoGPT

Auto-GPT has been designed to create its own Task TODO List, prioritize, and execute it

https://generativeai.pub/an-overview-of-autonomous-agents-babyagi-auto-gpt-
camel-and-beyond-956efe7fb55d



Engineering Autonomy → AutoGPT

Auto-GPT autonomously creates a sub-task to notify authorities about sites describing tax avoidance schemes



AI Chatbots trained to maximize engagement may become 
manipulative

Irvine et al. 2023, Chai Research, https://arxiv.org/abs/2303.06135

https://arxiv.org/abs/2303.06135


AI learns to add by constructively interfering cosine waves

Even when AI does emerge a capability we would find useful e.g. arithmetic, it may use very different or 
counterintuitive representations / encodings. → AI may have different inductive biases from humans

Nanda et al. 2023,  https://arxiv.org/pdf/2301.05217.pdf

In this case a 
mechanistic 
interpretation of the 
synaptic weights and 
biases of the AI model 
was possible… but this 
is rare.

https://arxiv.org/pdf/2301.05217.pdf


In this case a mechanistic interpretation of the synaptic weights and biases of the ANN model was 
possible:

Nanda et al. 2023,  https://arxiv.org/pdf/2301.05217.pdf

AI learns to add by constructively interfering cosine waves

https://arxiv.org/pdf/2301.05217.pdf


How do these incredible and concerning abilities emerge from learning?
An essential question if we want to control AI

GPT (Stage1) has a seemingly simple task…

● How could it learn such complex 
grammars?

● How could it extract so much knowledge?

And perhaps most surprising and worrying:

● Did the LLM designers intend for this?
● How much do AI researchers understand 

in retrospect about these powerful 
representations?



How do these incredible and concerning abilities emerge from learning?
An essential question if we want to control AI

GPT (Stage1) has a seemingly simple task…

● How could it learn such complex 
grammars?

● How could it extract so much knowledge?

And perhaps most surprising and worrying:

● Did the LLM designers intend for this?
● How much do AI researchers understand 

in retrospect about these powerful 
representations?

● AI Developers have high-level intuition but lack a detailed 

understanding of the learning trajectory and the resulting 

representations.

● This isn’t new: this mystery was there from the beginning 7 years ago 

w/ small LMs (2 hidden layer RNN w/ 100s of neurons) → They don’t 

understand it now and they didn’t understand it then! 

● LLMs learn far more than their human designers intended → AI can 

rapidly learn and acquire unexpected skills and capabilities.

● BUT There is no detailed theory nor any robust algorithms for 

detecting and monitoring the development of these unanticipated 

abilities → lack of control → An LLM’s Greatest Strength is its 

Greatest Weakness



AI: Benefits & Risks

Potential & Realized Benefits

● Augment Human Intelligence in all 
domains: “anything you can do with NI you 
can do better with AI”

● Productivity gains in world economy → 
“utopia of material prosperity”

● Infinitely patient and empathic → warmer 
and nicer world

Potential & Realized Risks

● Bias and Interpretability:
● Privacy and Ethical Concerns:
● Unintended Consequences and 

Unforeseen Biases:
● Existential Risks [A. Horowitz]:

○ Will AI kill us all?
○ Will AI ruin our society?
○ Will AI take all our jobs?
○ Will AI lead to crippling inequality?
○ Will AI enable bad people to do bad things?

So… Are these legitimate concerns or irrational hysteria?
I think they are legitimate concerns… But what to do?



Additional Slides



Notes from NIH BRAIN Initiative



NIH BRAIN Initiative

● Cognitive liberty: self determination, freedom of thought
● Cognitive flourishing
● Alignment between commercial incentives and human flourishing
● NeuroTech companies recognize that brain data is very valuable
● What does Data for the Common Good mean?
● Dr Nita Farhani



Most upvoted Questions from Q&A



LLMs still struggle with certain 

multi-step reasoning tasks

- math word problems

- commonsense reasoning

We don’t know exactly what LLMs 

know and don’t know

- From CoT, we know LLMs 

indeed lack this ability

- This discovery process can 

be standardized

- Then we can assess LLMs’ 

capabilities

Example: Chain-of-Thought Prompting

Whereas standard prompting asks the model to directly give the answer to a multi-step 
reasoning problem, chain of thought prompting induces the model to decompose the 
problem into intermediate reasoning steps, in this case leading to a correct final answer.

Wei et al. 2023, NeurIPS. "Chain-of-Thought Prompting Elicits Reasoning in Large 
Language Models."



Generating JSON outputs

The creativity of text-generating 
LLMs can sometimes lead to 
unexpected consequences

Workarounds and hacks emerge 
out of the collective wisdom of the 
AI's users that often solve such 
problems but this is brittle 
engineering

https://twitter.com/genmon/status/1646194992761782278
https://twitter.com/genmon/status/1646194992761782278


Notes from Pre-Meeting Jun 9, 2023

● Motivation: Discussion Forum for emerging issues requiring further scrutiny:
○ Doomsday Fear of AI inadvertently acquiring Agency → Deceiving humans
○ Fear of AI learning so much about humans that it can manipulate them → Limbic Capitalism

■ Misinformation used by bad actors worldwide to indoctrinate/influence
■ Social Media: mental health of children

● Structure:
○ 10 + 10 min talks followed by 30 min discussion (itching for discussion)

● People Present:
○ Heads of NIMH, NINDS, and 9 different research institutes
○ BioTech and Big Pharma
○ Policymakers
○ Ethicists

● GOAL: A sober assessment of Potential Benefits + Risks from AI → NS and NS → AI by 
application area

○ Desired Tone: Balance between Potential Benefits + Risks/Costs AI → NS (and to lesser extent NS → AI)
○ Key Question: What is the role for Neuroscience to play in addressing these issues?



Rebuttal to the argument re. emergent capability

LLMs’ emergent behavior may be 

a mirage

- Inappropriate evaluation 

metrics 
- Exact string match

- Top-1 accuracy

- Inherent all-or-nothing 

discontinuity.

- Good metrics
- Edit distance

- Top-5 accuracy

Schaeffer et al. 2023, ArXiv. "Are emergent abilities of Large Language Models a 
mirage?."


