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Biomarker-based, autonomous Al diagnosing
patients daily

REM Characterizing the Clinical Adoption of Medical Al
N JAl Devices through U.S. Insurance Claims

Kevin Wu @, M.S.,} Eric Wu ®, M.S.,% Brandon Theodorou @,3 Weixin Liang @®, M.S.,* Christina Mack (ip} Ph.D.}?
Lucas Glass @, Ph.D.,SJimeng Sun @, Ph.D.,>® and James Zou (@, Ph.D. 124

Growth of Medical Al in CPT Codes ° B|Olog|Ca”y |nSp|red

_ Monthly Claims By Medical Al Procedure 1000+ Total claims & o Autonomous
] Coronary artery disease ° FaSteSt Scallng

Diabetic retinopathy

Coronary atherosclerosis

. Liver MR
All other procedures combined

“"| 100-1000 Total claims

Claims/Month
]

.f Multi-Organ MRI @ | Quantitative MRCP

== ===

Total CPT Medical Al Procedures By Year

Wu K, Wu C, Theodorou B, Liang W, Mack C, Glass L, et al. Characterizing the Clinical Adoption of Medical Al Devices
through U.S. Insurance Claims. NEJM-AI. 2023. 3



Autonomous Al for the Diabetic Eye Exam

FDA De Novo Authorized, requires a pre-registered clinical trial at arms length.

Contents lists available at ScienceDirect
Vision Research

journal homepage: www.elsevier.com/locate/visres

Diabetic retinopathy is a neurodegenerative disorder
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ARTICLE INFO ABSTRACT

[ Fully autonomous Al }

BELARCH

FDA ‘approved’

Diagnoses diabetic retinopathy and diabetic macular edema
Proven to have no racial/ ethnic bias

More accurate than retina specialists

Medical liability with the creator

Abramoff et al. Pivotal trail of an autonomous Al-based diagnostic system for detection of diabetic retinopathy in primary care offices. Npj Digital Medicine. (2018)1:39; doi:10.1038/s41746-018-0040-6.



Autonomous vs Assistive Al

Assistive Autonomous

 Medical decision by clinician e Medical decision by "Computer"

« Liability for clinician  Liability for Al creator

- Patient already in care workflow « Point of Care and Immediate

« Real world value: « Can be ‘added’ wherever patient is
~ outcome improvement for existing * Realworld value:

patients ~ outcome improvement for patients &

populations — i.e. address health inequity

Abramoff, Cunningham, Patel, Eydelman, et al. "Foundational Considerations for Artificial Intelligence ", Ophthalmology (2021). https://www.aaojournal.org/article/S0161-6420(21)00643-6/fulltext.



Mltlgatlng RaCIaI BlaS In AI Proven patient harm from inadvertent Al

Google's Gemini (a Generative Al): advertent bias bias
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Dissecting racial bias in an algorithm used to manage
the health of populations
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Racial bias in health algorithms

The U.S. health care system uses commercial algorithms to guide health decisions. e
Obermeyer et al. find evidence of racial bias in one widely used algorithm, such
that Black patients assigned the same level of risk by the algorithm are sicker than

White patients (see the Perspective by Benjamin). The authors estimated that this @
racial bias reduces the number of Black patients identified for extra care by more @
than half. Bias occurs because the algorithm uses health costs as a proxy for health m
needs. Less money is spent on Black patients who have the same level of need, and

the algorithm thus falsely concludes that Black patients are healthier than equally i
sick White patients. Reformulating the algorithm so that it no longer uses costs as <

Generate more a proxy for needs eliminates the racial bias in predicting who needs extra care.

Ziad Obermeyer et al. Dissecting racial bias in an algorithm used to manage the health of populations. Science366,447-453(2019)



Ethical Framework for Al

» Bioethical prmcip|es The American Journal of
« Non-maleficence BIOETHICS
. Autonomy November 2020, Volume 20, Number 11

« Justice (equity)

» Responsibility

Identifying Ethical Considerations for Machine Learning
Healthcare Applications

Abramoff MD, Tobey D, Char DS. Lessons Learned About Autonomous Al: Finding a Safe, Efficacious, and Ethical Path Through the Development Process. Am J Ophthalmol. 2020;214(1):134-42.
Char DS, Abramoff MD, Feudtner C. Identifying Ethical Considerations for Machine Learning Healthcare Applications. The American Journal of Bioethics. 2020;20(11):7-17.



Mimic cortical processing of clinicians as much as

possible

A Non-orthogonal biomarker

detectors
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Convolutional Neural Networks Robust against racial bias
| /7 \\ Explainable
* Unit level testing
V1 cortical column Robust against adversarial attacks
orientation | . Computational complexity < 1026 FLOPs
Manifold Foundational Model (Presidential EO 2023)

Abramoff et al, IOVS 2007 Nat Dig Med 2018

Lynch et al, ARVO 2018 Shah et al, Proc ISBI 2018

Finlayson et al, Science, 2019 Larrazabal et al,, PNAS 2020
Bonhoeffer, Grinvald. Nat. 1991




Creating the Guardrails for Autonomous Al in Healthcare

‘Diagnostic  Ethical Foundation R o
Al Algorithm’ for Al Solving liability (Racial) bias

Clinical trial design mitigation
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Artificial Intelligence in Healthcare

Standards of Care Value Based Care Reimbursement Real world evidence
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American Diabetes Association. 11. Microvascular Complications and Foot Care: Standards of Medical Care in Diabetes - 2020. Diabetes Care; 43(Supplement 1): S135-S151, 2020. https://www.ncga.org/wp-
content/uploads/2020/07/20200701_Summary_Table_of_Measures_Product_Lines_and_Changes.pdf (o]
https://www.ama-assn.org/practice-management/digital/ophthalmologist-doing-health-care-ai-right-way
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