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Taylor Swift Partners With Le Creuset For
Cookware Giveaway!
Up To 100% Off!
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What | cannot create,
| do not understand

- Richard Feynman



Teach People the
Capabilities and Limitations
of Generative Al

By understanding the capabilities and limitations, people can (1) critically reason about the plausibility of an
image, video, or audio clip based on the difficulty of producing such media (2) critically examine media for artifacts
and plausibilities that continue to emerge even as media appears photorealistic on first appearance

Generative Al literacy could extend the power of psychological inoculation, prebunking, and media literacy to
today’s changing technology landscape and will be most effective when paired with what makes generative Al

persuasive, provocative, and likely to mislead.



Perceptual Realism Audits of Generative Al

Generative Al can produce photorealistic images, but to date, it is only possible in certain contexts (e.g. portrait
photos that might appear in Linkedin but not group photos of friends hanging out eating pizza that you might see
on Instagram). Moreover, these models only produce photorealistic images some of the time. Generative Al
literacy will serve as an important complement to media literacy and psychological inoculation for countering
disinformation.

These images are Al generated



Tom Cruise deepfake is not just created by Al but instead by human artists
making creative use of Al.
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“Balenciaga Pope” looks real at first
glance, but critical viewing reveals
artifacts and implausibilities




Physical artifacts (shadow of glasses
does not match rigidity of glasses)

Biometric artifacts (ears do not
match)

Functional implausibilities (the hand
clasping the water bottle defies
expectations of human grip and water
bottle design)

Verified photo of
Pope




We need to be careful about directing people’s attention to the
right artifacts.

Otherwise, we can
exacerbate the misleading
effects of misinformation.




Some manipulations are simple and quick to create like these made with Adobe Firefly
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Other manipulations are much harder to come by like these made with Midjourney
with implausibilities around how pizza is held, drinks are placed, and fingers appear




detectfakes.kellogg.northwestern.edu Q W Im} = O

DETECT FAKES ABOUT  CONSENT INSTRUCTIONS

Al-generated or Real?

Take a look at this image and share whether you think it is generated by Al or not, and how confident you are in this judgment. You have unlimited time to look at the
image.

Ongoing research
evaluating when,
where, why, and how
ordinary people can
spot Al-generated
images and how to
boost their abilities

[T have seen this before.
O Real: This is a real image.
O Fake: This is a synthetic image generated by Al

Slide the dot to share your confidence

Optional: If you think this is Al-generated, please explain why.




Revelant Research on Deepfake Detection

e Human Detection of Political Deepfakes across Transcripts, Audio, and Video (2024)
Matt Groh, Aruna Sankaranarayana, Nikhil Singh, Dong Young Kim, Andy Lippman,
Rosalind Picard

e Artand the Science of Generative Al (2023) Ziv Epstein, Aaron Hertzmann, Investigators

of Human Creativity, Memo Akten, Hany Farid, Jessica Fjeld, Morgan R Frank, Matt Groh,
Laura Herman, Neil Leach, Robert Mahari, Alex Pentland, Olga Russakovsky, Hope
Schroeder, Amy Smith

e Deepfake Detection by Human Crowds, Machines, and Machine-informed Crowds
(2022) Matt Groh, Ziv Epstein, Chaz Firestone, and Rosalind Picard

e Human Detection of Machine-Manipulated Media (2021) Matt Groh, Ziv Epstein, Nick
Obradovich, Manuel Cebrian, lyad Rahwan


https://arxiv.org/abs/2202.12883
https://www.science.org/doi/full/10.1126/science.adh4451
https://www.pnas.org/content/119/1/e2110013119
https://m-cacm.acm.org/magazines/2021/10/255714-human-detection-of-machine-manipulated-media/fulltext

Example Outreach with Science Journal for Kids and Teens

CUTTING EDGE PEER-REVIEWED SCIENCE RESEARCH ADAPTED FOR STUDENTS AND THEIR TEACHERS

How can humans and Al work together to detect
deepfakes?


https://www.sciencejournalforkids.org/articles/how-can-humans-and-ai-work-together-to-detect-deepfakes/

L What counts is not what
sounds plausible, not what
we would like to believe, not
what one or two witnesses
claim, but only what is
supported by hard evidence
rigorously and skeptically
examined. Extraordinary claims
require extraordinary evidence. yy

— Carl Sagan




