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Emerging types of AI and high level use cases 
in biomedical research and applications

Supervised
Practice of medicine:
Faster, cheaper, more 
accurate diagnoses/ 

decisions?

Generative 
Creating medicine: 
Proposing new drugs 
Chatting with a virtual

doctor/expert

Unsupervised
Precision medicine: 

Discovering new actionable 
disease states

Reinforcement
“Problem solving”: 

Thinking through problems 
to “reason”

JAMA 2016

Deep vision model (CNN) with high AUC 
Clear clinical bottleneck articulated 

Cross continental validation
Comparison with human raters
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Examples in the precision nutrition space: 
But need prospective data to learn of benefits

Cell 2015

Are there more than 3 major types 
of diabetes?

… and do they matter clinically?
Unsupervised learning on diabetics: f(HbA1C, BMI, HOMA-IR, 
HOMA-B, age of diagnosis, glutamate carboxylate antibodies) 

highlight new phenotypes with potentially new risk factors

Lancet Diabetes and Endocrinology 2019
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The Large Language Model (“ChatGPT”) revolution: 
Vast feature set and getting better

• Summarization of text

• Creation of text, images, and videos

• Programming and data processing

• “Thinking”: solving problems and searching for 
abstract ideas

• Hallucination and references to false literature

• Proliferation of false positives?
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Can Large Language Models enhance and/or reduce 
the bottlenecks of the evidence synthesis process?

Specific Questions:
• What are the “causal machinery” behind LLMs? [unknown]

• What data were they trained on?

• How can these be refined (e.g., nutritional or interventional studies and papers)?

• How good are they at information retrieval?: millions of papers to traverse

• Can they distinguish study design artifacts from genuine biases? [to be evaluated]

• Can they reduce publication biases by uncovering file-drawer studies?

• Do they know what is “high quality” vs. “low quality”? Randomized vs observational evidence?

• Can they infer across biological models (cell line vs. mouse vs human?)

• Can they predict reproducibility? [to be evaluated]

• .. or understand concepts such as triangulation or Bradford-Hill criteria?

• … or inflate false positive findings? [yes]

• Can they extract summary statistics? [to be evaluated; getting better]

Input annotated data (e.g., data dictionary) 
and produces a traceable paper

1. Supply the goal (closed) or have the 
system create a hypothesis (autopilot 
or with some human intervention)

2. Literature search
3. Plan for testing hypothesis
4. Table design
5. Literature search
6. Human review

Open Goal/“autopilot”:
use of public data (e.g., CDC BRFSS)

1 hour ~ hypothesis generation to code, run analyses, 
and generate the paper; run 5 times

Fixed Goal: replication of existing paper with negative 
or positive findings; or findings with multiple steps 

(published after the GPT was trained)
Provided the goal of the paper; ran 10 times
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Can an AI be taught to go 
“domain-wide”?

119k total associations:
~6k significant (by FDR or family wise correction, 5%)

~40k nominally significant (p < 0.05): 36%!

What are the “true positives”?!
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What makes an AI application successful?: 
Clear benchmarks to gauge advances

Challenge:
3D structure prediction from sequence is 
difficult and costly

Enabled by:
Critical Assessment of Protein Structure 
prediction

Database of “gold standard” labeled data
and benchmarks for algorithms to exceed
Experiments online since 1994-current day

https://predictioncenter.org/

What are the benchmarks for evidence 
synthesis?

Benchmarking by medical QA: 
LLMs clearly capture medical 

textbook knowledge

But how do we assess how they do 
in practice with new data, emerging 

from RCTs and observational 
studies?

What is their false positive or 
hallucination rate?

13

14



7/17/2025

8

Sighal et al., Nature 2023 
Tu et al., NEJM AI 2024Pathways Learning Model (PaLM)

MultimedBench

Tu et al., NEJM AI 2024
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Elicit 
Covidence 
RevMan 

DistillerSR

Finding and assimilating evidence is resource intensive 
(1 SR ~ 62 weeks, Borah et al BMJ Open 2017), with 

implications on resources on future studies

Can the paper screening and data extraction procedure be 
sped up or automated?
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Key observations:
AI is getting better, but advances are resource and 

capital intensive

• Much of the reduction of practice by industry (e.g., access to infrastructure, 
energy, and human resources)

• Closed vs. open source LLMs: closed versions have dominated the market, but 
gap shrinking. What are the implications in evaluation?

• “Human in the loop” approaches are proliferating

• Automating procedures may lead to more false leads in the literature

• Success in AI deployment is related to availability of clear benchmarks (e.g., 
protein folding, disease screening)

• How will we evaluate in research and practice?

• How will consumers use and evaluate new technologies? (Not discussed here)
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