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The goal iIs not to make the data unbiased
or ML/AI model fair but to
make the overall system and outcomes fair

Al/ML
Model

» Actions

» Outcomes
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Compared to what?

Current
(Human)
Decisions

A 4

\ 4

Actions Outcomes

Does the new system need to be perfect or can it be better than the status quo and
still worth implementing?
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We need to understand and discuss...

 Where does bias come from?

* How do we determine what type of bias(es) to care about?
* How can we detect the bias(es)?

* How can we reduce the bias(es)?
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There are (unfortunately) many sources of bias

...it’s not (just) the data

. Actions .

E3-

Choice of Data
Sample Bias
Measurement Bias
Label Bias
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Even within the Al Pipeline, bias can be introduced in every step

AlML (Optional)

World —— Data —— . . —> Human > Actions —— Outcomes
Pipeline .
Review

—
Get Data . Explore Data
Deploy, Build and

Monitor and . Select 'Good'
Update Models
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There are (unfortunately) many sources of bias
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How do we make the overall system and outcomes fair ?

Define Mitigate
Measure
(desired S Understand Improve (the impact
fairness or (root causes (fairness of through
. Detect : s
equity bi of bias) Al systems) adjusting
goals) (bias) interventions)

Monitor &
Evaluate
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We need to understand and discuss...

* Where does bias come from?

 How do we determine what type of bias to care about?
* How can we detect it?

* How can we reduce it?

* Wrap-up and Practical Tips
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Types of Biases

» Based on who is selected for an intervention
— Only/disproportionately selecting people from a certain background/age/race/gender/...

» Based on the types of mistakes in the selection/allocation
— Selecting people who are not at risk
— Missing people who are at risk
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Many Bias Measures: How do we select what we design for?

Do we allocate equal resources to every group? - Statistical/Demographic Parity
Do we allocate resources proportional to need? * Impact Parity

, . . » False Discovery Rate Parit
Do we make sure we don’t miss people with of i Y

: _ : o + False Omission Rate Parity
a certain group disproportionately” . False Positive Rate Parity

Do we make sure we don’t have « False Negative Rate Parity
disproportionate false positives from a particular
group?

Rayid Ghani | @rayidghani Carnegie MellonUniversity



Fairness Tree

Do you want to be fair based on disparate representation

based on disparate errors of your system?

Representation

Do you need to select equal # of people from each group

Doyoutrustthelabeis?  pEEEEEEEEEEEE e P P e EE TP
proportional to their % In the overall population?

Equal Numt Proportional

Are your interventions punitive or assistive?

Equal Selection Parity Demographic Parity Counterfactual Fairness

Punitive Assistive
(could hurt individuals) (will help individuals)

Can you intervene with most people
'with need or only a small fraction?

‘Among which group are you most
concerned with ensuring predictive equity?

Among which group are you most
concerned with ensuring predictive equity?

Everyone w/o regard Intervention NOT Everyone w/o regard _
for actual outcome warranted for actual need Eecpis ith need
People for whom P le not receiving
intervention s taken assistance

FDR Parity FPR Parity : Recall Parity* FOR Parity
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Zoomed in Version

Are your interventions

Punitive
(could hurt individuals)

punitive or assistive?

Assistive
(will help individuals)

Among which group are you

most concerned with ensuring
predictive equity?

Everyone w/o regard People for whom
for actual outcome intervention is taken

v \ 4

Intervention
NOT warranted

A

y

FP/GS Parity FDR Parity FPR Parity

Can you intervene with
most people with need
or only a small fraction?

Small Fraction Most People

Among which group are you
most concerned with ensuring

predictive equity?

Everyone w/o regard People NOT People with
for actual need receiving assistance actual need

v v v v
Recall Parity* |l FN/GS Parity FOR Parity FNR Parity
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We need to understand and discuss...

* Where does bias come from?

* How do we determine what type of bias to care about?
 How can we detect it?

* How can we reduce it?

* Wrap-up and Practical Tips
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Aequitas

Open Source Bias & Fairness Audit Tool


http://www.datasciencepublicpolicy.org/aequitas/

Aequitas: Bias Audit Tool
http://datasciencepublicpolicy.org/aequitas

Bias and Fairness Audit Report

Generated by Aequitas for [Large US City] Criminal Justice Project
January 29, 2018

Project Goal: Identify individuals likely to get booked/charged by police in the near future
Performance Metric: Accuracy (Precision) in the top 150 identified individuals

Bias Metrics Considered: Demographic Disparity, Impact Disparity, FPR Disparity, FNR Disparity, FOR
Disparity, FDR Disparity

Reference Groups: Race/Ethnicity — White, Gender: Male, Age: None

RACE SEX AGE_CAT

Parity Test Result
B Referance

FPR FAIL PASS FAIL W Pass

Groups 29090000 o0 o009 m ral

% Pop.

FDR FAIL FAIL PASS

Groups o900 00 o9 00

% Pop.
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http://datasciencepublicpolicy.org/aequitas

Bias Audit Flow

Identify
Gather Data . Protected

Groups

What data do we need to audit the predictions of an Al model?

1. Predictions (or classifications)
2. Attributes that define protected groups (e.g. race, sex, age)
3. (True) Labels/Outcomes (if interested in disparate errors)
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Outline for this module

* Where does bias come from?

* How do we determine what type of bias to care about?
* How can we detect it?

 How can we reduce it?

* Wrap-up and Practical Tips
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Define
(desired
fairness or
equity
goals)

Embedding Fairness in the Entire Process

Mitigate
Understand Improve (the impact
(root causes (fairness of through
of bias) Al systems) adjusting
interventions)

Measure
and
Detect
(bias)

Monitor &
Evaluate
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How can we reduce bias in ML models?

. Actions .

World .

e Fix the world

o Fix the input data

o Fix the Al Pipeline

e (Post-hoc) Fix model predictions
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Some common practitioner perceptions

Not using race in my models makes by models not racist

Using race in my models makes my models racist

Bias comes from and can be fixed by “fixing” the data

There is always a tradeoff between fairness and accuracy

| have to satisfy all measures of bias in order to be fair

| have to eliminate all bias in order to use/deploy an ML system

A fair ML model = Fair and equitable outcomes
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Summary

* Machine Learning and Al are giving us ways to design more “personalized” risk
assessment systems that are more effective and more efficient, and have the potential to
be more equitable

» Fairness and Equity need to be treated as primary goals/metrics in ML systems and treated
as an integral part of every project: Scoping, community and stakeholder engagement,
metrics, validation, monitoring outcomes

« QOur focus should not just be on making the data unbiased and the ML model fair but rather
on making the overall system and outcomes fair

» Dealing with fairness in data science systems is a new and rapidly changing area and
practitioners need to be careful about methods and tools that may not have been fully
validated
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Useful Resources

« Data Science Project Scoping Guide

» Open Source Data Science Tools
— Triage: ML Toolkit
— Aequitas: Bias Audit Tool
— Code for all projects: www.github.com/dssg

« Hands-on Fairness and Bias Tutorial with interactive Jupyter Notebooks

« Data Science for Social Good Fellowship
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http://dsapp.uchicago.edu/resources/data-science-project-scoping-guide/
https://github.com/dssg/triage
https://github.com/dssg/aequitas
http://www.github.com/dssg
https://dssg.github.io/fairness_tutorial/
http://www.dssgfellowship.org/
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