
1

Director, 
Operational Test and Evaluation

Dr. Greg Zacharias
Chief Scientist 
Operational Test and Evaluation
Office of Secretary of Defense

28 JUL 2021

Human-Autonomy Teaming:
T&E Issues and Recommendations



2

Towards a Three-Volume Set

An overview of the 
technical issues in 
creating machine 
intelligence to deal with 
the challenges of 
uncertainty & variability 
in operational 
environments

A vision for autonomous 
systems working 
synergistically with our 
airmen, enabling human-
autonomy teaming with 
seamless situation 
awareness, decisions, 
and actions

Key development 
issues including 
cyber security, 
command & control, 
counterautonomy, 
and test and 
evaluation (T&E)
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-Advise on testable, mission-relevant 
requirements
-Approve Test & Evaluation Master Plan 
submitted by Program Office
-Approve operational and live fire Test 
Plans submitted by Service OTAs
-Collaborate with DT&E to gain early 
insight into performance
-Evaluate system performance in a 
report to Congress & DoD leadership
-Inform production/fielding decisions

DOT&E Activities and Mission

The short version…

OTA: Operational Test Agency
DT&E: Developmental Test and Evaluation

User-Centered Design  User-Centered Test and Evaluation
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Key Human-Autonomy Teaming 
Issues (Volume 1)

What’s the relationship 
between humans, 
autonomy, and 
automation?

What levels of autonomy 
apply to which human-
system teaming functions, 
and how can these change 
over time?
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Situated Agency
 Sensing the environment, assessing the situation, reasoning about it, 

making decisions to reach a goal, and then acting on it

Multi-Agent Emergence
 Interacting with other agents, human or otherwise, affording novel 

emergent behavior of the group/team
Experiential Learning

 “Learning” new behaviors over time and experience…
Desired properties

 Proficiency, trustworthiness, flexibility  AI-Enabled

Key Autonomous Systems
Attributes (Volume 2)

Adaptive Cognition
 Using different modes 

of “thinking”, from 
low-level rules, to 
high-level reasoning
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7

AS Test and Evaluation:
Issues (1 of 3)

complex
world+

“Flexible” ASs operating in complex, stochastic, 
dynamic environments

 Flexibility+complexity

 External variability + internal complexities
 Learning and emergence 

ill-defined requirements
huge state-spaces

Acquisition pipeline unready for these systems
 Requirements needed at operational/behavioral 

level… with traceability through CT/DT/OT
 Rigid processes for evolving systems
 Few common T&E processes and data formats

Infrastructure shortcomings hamper AS 
development and T&E

 Lack of common AS frameworks/architectures
 Little/no instrumentation or “design for 

testability”
 Current manual certification methods limited
 Lack of T&E testbeds, ranges, personnel

CT/DT/OT: Contractor Test, Developmental Test, Operational Test
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Conflation of technology and CONOPS
 S&T traditionally driven by existing CONOPS 
 But AS proficiency/flexibility will drive new 

CONOPS
 Expect conflation of CONOPS, AS development, 

and T&E 
 Compounded by prototyping of systems and 

CONOPS experimentation
Inadequacy of traditional T&E methods & tools

 ASs likely to learn with training, experience, and 
cultural (fleet) learning

 But current T&E methods don’t deal well with 
changing systems under test (SUTs)

 ASs likely to interact with their AS peers, leading 
to emergent behaviors

 Learning and emergence  hard for human 
evaluator (and teammate) to track what AS is 
doing, let alone design/conduct effective and 
rigorous T&E

AS Test and Evaluation:
Issues (2 of 3)

CONOPS

Gaps

Reqmnts

Tech
Development

T&E

S&T: Science and Technology; CONOPS: Concept of Operations
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Real-time monitoring systems for safe operations bring their own T&E 
demands  “homunculi all the way up”

AS Test and Evaluation:
Issues (3 of 3)

Unique T&E challenges to ensuring safe and 
secure operations

 Conventional cyber attacks “tuned” for subtle 
effects on perception, decision-making, …

 Adversarial AI attacks can degrade performance, 
cause errors, or trigger unwanted behaviors

 Like pre-developmental “data poisoning”
 Or post-deployment real-time counter autonomy 

attacks (Goodfellow, 2016)
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Requirements, design, and development
 Architect ASs using common frameworks and 

modular subsystems 
 Support “cognitive instrumentation” via sensors, 

assessors, and “explainers”
 Follow accepted HSI design principles
 Curate the data used for training; protect from 

“poisoning”; enrich for robust response
 Invest in modeling and simulation-based T&E

Extend existing and develop new T&E methods/ 
tools to deal with complex/stochastic/emergent 
behaviors, and AS-specific vulnerabilities

 Research/embrace new methods/tools for 
complex, stochastic, and non-stationarity systems 

 Develop new statistical engineering methods for 
T&E design and analysis

 Extend nascent efforts in human-machine 
interaction and human-AS teaming 

 Account for “emergent behavior” across systems 
and the impact on the SUT

 Assess cyber vulnerabilities and adversarial 
attack effects/mitigators

AS Test and Evaluation: 
Recommendations (1 of 2)

HSI: Human-System Integration; SUT: System Under Test
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Infrastructure and process
 Move to a “T&E lifecycle” viewpoint/culture

 Break stovepipes and reduce CT/DT/OT cycles while 
preserving legal firewalls

 Invest in “digital modernization”
 Develop unifying infrastructure for requirements 

generation/traceability 
 Integrate heterogeneous test data via common data 

formats and networks
 Make massive use of M&S, test automation, & data 

analytics everywhere
Risk assurance

 AS training: curate, protect, “robustify” data 
 Augment subjective risk assessments with formal 

assurance arguments 
 Shape requirements setting with risk assessments

Human-autonomy teaming
 Embrace co-development of CONOPS with ASs
 Measure adherence to HSI design principles 
 Emphasize pre-test training/teaming

AS Test and Evaluation: 
Recommendations (2 of 2)
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Framework for Human-
Autonomy Teaming

This framework: 
• Gives specific direction on teaming 

factors 
• Enables tests of  whether a team is 

effective in general, not just during 
the observed task

Image Credits: 1. Are Drones Changing the Way We Live?, D!gitalist, Nov. 2019, 
https://www.digitalistmag.com/digital-economy/2019/11/05/are-drones-changing-way-we-live-
06201367/

https://www.digitalistmag.com/digital-economy/2019/11/05/are-drones-changing-way-we-live-06201367/
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Equitable: [DoD] will… minimize unintended bias in AICs [AI capabilities]. 
Reliable: [DoD’s] AICs will have explicit, well-defined uses, and the [associated] 
safety, security, and effectiveness will be subject to testing and assurance within 
those defined uses across their entire life-cycles. 
Governable: The Department will design and engineer AICs to fulfill their 
intended functions [and] detect and avoid unintended consequences… [D]eployed
systems that demonstrate unintended behavior [will be capable of being 
disengaged or deactivated.]

One More Thing:
Responsible AI (RAI)

Responsible: DoD personnel will …[remain] 
responsible for the development, deployment, and 
use of AICs. 
Traceable: [DoD’s] AICs will be developed and 
deployed such that relevant personnel possess an 
appropriate understanding of the technology, 
development processes, and operational methods 
applicable to AICs … with transparent and 
auditable methodologies, data sources, and design 
procedure and documentation. 
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Short term
 Instances of “partial autonomy” at the component level in test 

plans are now coming through the office
 Working to develop interim guidelines for dealing with these

Next Steps for DOT&E

Mid term
 This trend will accelerate
 Working with multiple AI/AS T&E 

groups throughout DOD covering 
policy, guidance, technologies, 
testbeds, and workforce

 Reaching out to all of you in how to 
deal with this nascent technology

 Need to execute smartly on the 
recommendations to get ahead of the 
expected T&E challenges
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Backups
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Advise on Testable, Mission-
Relevant Requirements

Approve Test & Evaluation Master 
Plan Submitted by Program Office

Collaborate with DT&E to gain 
early insight into performance

Approve operational and live fire test 
plans submitted by Service OTAs

Evaluate system performance in a 
report to congress & DoD leadership

DOT&E Activities and Mission

Inform Production/Fielding Decision

Authoritative source for DoD weapon systems’ operational capabilities
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Autonomous Systems:
T&E Issues

“Flexible” ASs operating in complex, dynamic, stochastic environments
 External variability + internal complexities  huge non-convex state spaces
 Learning over time and experience can change behaviors  non-stationarity
 Emergence of behaviors across agents  potential for changing CONOPS

Infrastructure shortcomings
 Difficulty specifying requirements at an operational/behavioral level
 Acquisition pipeline fundamentally materiel-oriented
 Lack of common AS architectures/frameworks
 Lack of T&E methods, tools, testbeds, ranges, and experienced personnel
 No up-front instrumentation or design for “testability” or “explainability”
 Current certification methods predominantly manual, subjective, specialized

Unique T&E challenges ensuring safety and security
 Real-time monitoring systems for safe operations bring own T&E demands
 Conventional cyber attacks can be “tuned” for subtle attacks on performance
 And adversarial attacks call for expanded T&E scope to better model threats

AS: Autonomous System
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Autonomous Systems:
T&E Recommendations

T&E needs to influence requirements, design, and development
 Architect ASs using common frameworks and modular subsystems 
 Support “cognitive instrumentation” via sensors, assessors, and “explainers”
 Curate training data and follow accepted HSI design principles

Extend/develop T&E methods/tools to deal with stochastic, adaptive, 
emergent behaviors, and AS-specific vulnerabilities
 Methods/tools for complex, non-stationary, and non-deterministic systems
 Account for “emergent behavior” and defining the SUT
 New statistical engineering methods for T&E design and analysis
 Assessment/mitigation of subtle cyberattacks and adversarial attack vectors

Invest in infrastructure and process
 Develop unifying infrastructure for requirements generation/traceability 
 Move to “T&E Lifecycle” viewpoint and Invest in “digital modernization”
 Make massive use of M&S, test automation, & data analytics everywhere

Human-system teaming
 View the H-S Team as the SUT and embrace co-development of CONOPS with ASs

AS: Autonomous System



19

OUTSIDE WORLD
Other 

Autonomous 
Systems

Other 
Autonomous 

Systems

Other 
Humans

Other 
Humans

Common Framework
for Autonomous Systems

Autonomous 
System ou

tp
ut

s

in
pu

ts
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 Provide common structures for many autonomous systems…
 Internal component functions, their relationship to each other and 

the environment, and principles governing their design
 …to support parallel development efforts in different areas

 Different groups can work complementary subsets of the problem, 
connecting with one another via the framework

 Develop unifying “science of autonomy” across 1000’s of “one-
offs” now in the engineering community…

 …and point to where the S&T community needs to invest
 Develop missing or inadequate functionalities

 Serve as foundation of an AS Open Systems Architecture 
(OSA)…
 Encourage reuse of developed modules across applications

 …and support interoperability across DOD
 eg, AF ISR UAVs cooperatively teaming with Navy attack UUVs

What Would a Common 
Framework Buy Us?


	Human-Autonomy Teaming:�T&E Issues and Recommendations
	Towards a Three-Volume Set
	DOT&E Activities and Mission
	Key Human-Autonomy Teaming Issues (Volume 1)
	Key Autonomous Systems�Attributes (Volume 2)
	T&E Concerns: Some Studies
	AS Test and Evaluation:�Issues (1 of 3)
	AS Test and Evaluation:�Issues (2 of 3)
	AS Test and Evaluation:�Issues (3 of 3)
	AS Test and Evaluation: Recommendations (1 of 2)
	AS Test and Evaluation: Recommendations (2 of 2)
	Framework for Human-Autonomy Teaming
	One More Thing:�Responsible AI (RAI)
	Next Steps for DOT&E
	Backups
	Slide Number 16
	Autonomous Systems:�T&E Issues
	Autonomous Systems:�T&E Recommendations
	Common Framework�for Autonomous Systems
	What Would a Common Framework Buy Us?

