Increasing computational demands & the end of Dennard Scaling
require innovation for performance & power efficiency
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Full-Stack Innovation tor Al energy etficiency

AI Platform

AI System Innovation
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Bigger is not always better ol sotewo
Reuse and collaboration for overall efficiency > ey
Architecture innovation: Mixture of Experts
Beyond Transformer: Sequence or state space
How we train and fine-tune matters

Extensibility and Heterogeneity by design
Built in Observability

AI Platform
Transparency, Trust, and Community

Optimization & scaling: run more with less I I

Digital AI Cores: Scaling precision for quadratic gains in
performance with iso-accuracy
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