
AI2ES Risk Communication research team

Julie - training in atmospheric science and risk communication, focusing on hazardous weather experiences, 
risk perceptions, risk communication, and responses, among forecasters and publics.  

Ann - training in risk and decision analysis and behaviors, research focus on mental models of hazardous 
processes and on risk perception and communication, e.g.,  

● How do people understand climate change?  
● How do–and can–different approaches to communicating about climate change and risks of climate 

change affect and inform decisions about climate change? 
● What drives trust in and trustworthiness judgments of AI/ML for weather and climate? 
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AI outputs as risk communication

● AI/ML model guidance is a form of risk 
information for expert, professional users* who 
can use it to manage risks from weather, climate, 
and coastal hazards (whether they’ll occur, when, 
how severe, etc.)

● Trust and trustworthiness (which are social 
constructs) are of particular, focal interest for 
developing and refining AI/ML model guidance

● We draw on theoretical and empirical social 
science literature and apply social science methods 
to investigate fundamental RC research goals

* e.g., weather forecasters, transportation officials, emergency managers, oil and gas companies
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RQ: How do different attributes – e.g., AI technique used, 
the training of the AI model, the AI model input variables, AI 
model performance – influence forecasters’ perceptions of 
model trustworthiness? 

AI trustworthiness perceptions of professional decision-makers

AI predictions function 
as a type of risk 

information

Used by professional 
decision-makers

To assess risks of 
weather hazards, make 

critical job-specific 
decisions

Used 2 new prototype AI models: 
CNN probabilities of storm mode & 

RF probabilities of severe hail

Conducted surveys & interviews with 
forecasters
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Findings at three “scales” 

Cains, M.G., Wirz, C.D., Demuth, J.L., Bostrom, A., Gagne II, D.J..,  McGovern, A., Sobash, R.A., Madlambayan, D. (2024). Exploring NWS 
Forecasters’ Assessment of AI Guidance Trustworthiness. Weather and Forecasting, 39(8), 1219–1241. https://doi.org/10.1175/WAF-D-23-0180.1

McGovern, A., Demuth, J., Bostrom, A., Wirz, C. D., Tissot, P. E., Cains, M. G., & Musgrave, K. D. (2024). The value of convergence research for 
developing trustworthy AI for weather, climate, and ocean hazards. npj Natural Hazards, 1(1), 13.

@ prototype “scale”: Developers hand-labeling inputs to develop 
predictions of storm mode increased forecasters’ trustworthiness if
developers had relevant domain expertise. Thus, the resource-intensive 
task of human hand-labeling may be important for some purposes.

Across prototypes and attributes: forecasters’ trustworthiness = 
f (information about the AI model technique especially input variables, 
information about the model performance especially failure modes, 
being able to interact with the AI model output)

Overall: Forecasters’ trust in new AI guidance is a progressive 
process, not instantaneous and not maximized at outset
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RQ: How do different attributes – e.g., AI technique used, 
the training of the AI model, the AI model input variables, AI 
model performance – influence reviewers’ and writers’  
perceptions of model trustworthiness? 

AI trustworthiness perceptions of USGCRP decision-makers

AI outputs function as 
a type of risk 
information

Used by USGCRP 
authors and others

To assess risks of climate 
change, and of climate 

change research review, 
assessment, and synthesis 

processes, and make critical 
decisions

Existing and emerging prototype AI models 

Collaborate with US AI Safety Institute and others to 
conduct research with USGCRP authors 
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Risk communication (RC): New approaches to advancing research on trust in AI

In progress:
● Systematic review of research on trust in embedded AI developed and pre-registered on OSF (2024):

Susan Campbell, Ann Bostrom, Julie Demuth, Christopher Wirz, Mariana Cains, Jacob Radford, and Erin Smith, Determinants of study 
participants’ trust in embedded artificial intelligence: a systematic review protocol, osf.io/6mwgz

● Working in Covidence, we have completed all title and abstract screening of papers identified through Web of Science (2010 through 
2023), and are in the process of full text extraction and critical appraisal of the 62 relevant papers. 

6

https://osf.io/6mwgz


Emerging findings, questions for USGCRP 
● Trustworthiness stems from intersecting factors, including: users’ decision-making needs and contexts; 

data quality and representativeness; model development processes, techniques, and specifics; model 
availability, interpretability, explainability, and integration into users’ workflows; perceptions of the model 
developers’ expertise; and model skill (i.e., performance) across hazards and geography.  

● Trust is inherently emotional and subjective; this complicates efforts to “calibrate” trustworthiness.  

● To develop trustworthy AI/ML:

○ Improve measurement of trust in AI as a dynamic, contingent process
○ Learn which contingencies and contextual factors matter – through co-design/co-production and 

engagement across the entire AI lifecycle
○ Develop and test strategies for communicating the uncertainties of AI/ML model outputs

● To consider:  

○ Assessing how AI is used in USGCRP work as well as its inputs.

○ Rapid evolution of AI - the need for agile approaches to assessment.
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