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Terminology

Term Definition Example

Healthcare algorithm A mathematical formula or model that 

combines different input variables or 

factors to inform a calculation or an 

estimate (e.g. disease risk, 

prognosis)

Estimated glomerular filtration rate 

(eGFR)

Clinical Practice Guidelines IOM: "statements that include 

recommendations, intended to 

optimize patient care, that are 

informed by a systematic review of 

evidence and an assessment of the 
benefits and harms of alternative 

care options"

United States Preventive Services 

Taskforce  and professional society 

guidelines

Clinical care pathways Offers guidance on patient care

- may or may not be based on an 

algorithm

- may or may not be based on a 

guideline

Institutional care pathways or 

professional society-sponsored 

clinician support tools



4

Race-based clinical algorithms

Agency for Healthcare Research & 

Quality: RFP

Systematic Review to understand the 

current effect of healthcare 

algorithms and mitigation strategies 

on racial and ethnic outcomes

Final report published on AHRQ site

https://effectivehealthcare.ahrq.gov/sites/default/file

s/related_files/cer-268-racial-disparities-health-

healthcare.pdf
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Key insights from the algorithm literature

Algorithm potential effect on racial and ethnic disparities

Reduce No measured effect Perpetuate or 

exacerbate
Some include race, 

others don’t

(e.g. Lung Allocation 

Score, Kidney 

Allocation System)

Some include race, others 

don’t (e.g. eGFR, EHR 

algorithms)

The effect may vary based on the rationale for using race 

and other predictors, applied cohort, and outcome

Obermeyer 2021, Zhang 2018, Wille 2013

HEART pathway
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Mitigation strategies

What is the effect of interventions, models of 

interventions, or other approaches 

to mitigate racial and ethnic bias in the 

development, validation, dissemination, and 

implementation of healthcare algorithms? 
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Mitigation strategies

1. Removed race

2. Replaced variable (often race)

3. Added race

4. Added non-race variables

5. Algorithmic recalibration

6. Population stratification

7. Statistical adjustment
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One example: one strategy and one algorithm (eGFR)

Removing race from eGFR may increase the likelihood of diagnosis of chronic and severe kidney 

disease in Black patients. This could result in broader and earlier eligibility for kidney transplant. 

Conversely, it may reduce access to other types of treatment, affect medication dosing for a 

broad range of conditions, and reduce enrollment of Black patients in clinical trials
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Mitigation strategies: Summary

 Modeling may not fully reflect potential biases in algorithm translation, 

dissemination, and implementation 

 Mitigation strategies improve algorithmic accuracy, but inference and simulation 

used to estimate effect on disparities

 A mitigation strategy’s effectiveness may depend critically on a unique combination 

of algorithm, clinical condition, population, setting, and outcomes. 



11

Shifting from algorithms to guidelines

Figure informed by Sittig DF, Singh H. Cog Informatics for Biomed Health Informatics . 2015; and 

Rajkomar A et al. Ann Intern Med. 2018 
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Understanding the role of clinical practice guidelines

Reduce No effect Perpetuate or 

exacerbate

Guideline recommendations can impact disparities 
regardless of whether they:
- Include an algorithm
- Include race-specific decision-making

Potential effect on racial and ethnic disparities
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Closer scrutiny of guidelines

➢ Culture of inclusivity and diversity

➢ Re-examination of USPSTF 

guideline processes

➢ Review of equity implications of 

existing recommendations
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Race-based recommendations in GI

o Systematic review of GI guidelines over past 10 years in 4 societies 
(AGA, ACG, ASGE, AASLD)

o 8 recommendations in 4 topic areas:
• Screening for hepatocellular carcinoma (HCC) in those with chronic hepatitis B virus (HBV)

• Surveillance for Gastric Intestinal Metaplasia

• Screening for H. pylori infection

• Surveillance for Barrett’s Esophagus 
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Clinical example of a race-based guideline

 Hepatitis B: Screen Asian men>40 and women>50 with HBV for HCC.  Also all Black 

individuals (any age)

 Screening tests: blood draw and ultrasound every 6 months

Rationale: In many Asian and select African countries, HBV is highly prevalent and 

vaccination is not common at birth.  Therefore many individuals have chronically high levels 

of virus, which predisposes them to liver cancer

Would you treat the following two patients the same?

 2023: AASLD replaced race with country of origin, and a new algorithm (PAGE-B score)

- Immigrated from a 

HBV-endemic 

country 

- Suspected HBV 

since 

birth/childhood

-  US born with 

Asian or African 

ancestry 

- Known needle-stick 

exposure to HBV
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Next steps

Biased algorithms and guidelines appear to be pervasive in healthcare

 Deep engagement of all involved stakeholders
• Algorithm developers, users, data collectors, clinicians, 

health system leaders, payers, investigators, funders, systematic reviewers, 

guideline developers, etc

 Representative Datasets

 Transparency

 Accountability

 Diverse, multidisciplinary teams

 AI and non-AI algorithms

Methodologic studies to reassess guideline development process to reduce bias
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