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People and Data Collection 2024
• Trust in big tech specifically, and business generally, remains at an all time low, per 

Edelman Trust Barometer
• People have figured out why the ads in their social media are so personalized and

• While it can be incredibly helpful to have the internet ”understand” you, 
• It also can be creepy

• The rules  on data collection are confusing, even for professionals. Imagine what its  like 
for an ordinary patient

• HIPAA has great branding, but few understand it
• HIPAA does not apply to general internet browsing or social media
• The new state-based consumer laws add patchworks to an existing patchwork
• We do not have a nationwide consumer privacy law

• The current large data models, from Google, OpenAI, and Anthropic, for example, all got 
their data from general internet activity, but most people probably haven’t realized that 
yet. 
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Five Familiar Principles for Using Data from 
Patients to Develop and Deploy AI

1. Do No Harm
• Even HIPAA is  based on this  concept in part
• We know how to do this  in the healthcare sector
• Data collection and use in other sectors  does not have this  embedded concept

2. Do Not re -Identify data  that is  not identifiable
• Do you ever need to actually know who the specific person is, to develop AI for 

diagnostics?
• Of course, you need to diagnose a person, potentially with that AI output.

3. Trus t the  Individual and the ir community to know what's  bes t for them 
• Stop patronizing people.

4. Be  hones t and trans parent about your data  collec tion and curation. 
• If Individuals  “opt out,” that’s  their choice. 
• If opt outs  make your dataset biased, then find another transparent, honest way to 

build out a fair and unbiased dataset.
5. There  ac tua lly a re  rules . Follow them.
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Appendix:
Supplemental materials from NHLBI Workshop on Artificial Intelligence and 
Hypertension, March 29-31, 2023, published at:

Daichi Shimbo, MD, et al, Transforming Hypertension Diagnosis and 
Management in The Era of Artificial Intelligence: A 2023 National Heart, Lung, 
and Blood Institute (NHLBI) Workshop Report, Hypertension, July 16, 2024, 
https://doi.org/10.1161/HYPERTENSIONAHA.124.22095
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Principle #1.

People  a ltruistica lly support medica l resea rch. They wa nt to he lp 
a dva nce  knowledge . They “ge t it” tha t the ir da ta  a nd experiences 
could he lp with the  next brea kthrough.  But your use  of da ta  from 
rea l people  is  a  privilege . Don’t a buse  it by le tting ba d things 
ha ppen to people  who volunteer da ta  for resea rch.  The  concept 
of “do no ha rm” a nd holding people ’s hea lth ca re  informa tion 
secre t is  thousa nds of yea rs old for a  rea son. Look to this  principle  
a s your founda tion-stone .

Do No Ha rm
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Principle #2

The da ta  comes from a ctua l people . AND
The da ta  used to tra in AI tools should be  HIPAA de-identified a nd 
a nonymized. 
These  a re  specific  lega l a nd sta tistica l s ta nda rds. Stick to them.
You a re  lega lly precluded from re -identifying de-identified da ta , 
a nd proba bly contra ctua lly prohibited a s well. So, 

DON’T RE-IDENTIFY THE DATA WHEN YOU 
COMBINE DATA SETS. In fa ct, wa tch out for this 
when building your da ta  se ts
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Principle #3
Trust the  Individua l a nd the ir community to know wha t's best for them; stop 
pa tronizing people .

For deca des, the  hea lth ca re  system a nd resea rch institutions ha ve  not  
a dequa te ly a ddressed the  needs of medica lly underse rved popula tions, 
or ha ve  fa iled to understa nd the  role  of whole  communities (a s opposed to 
individua ls) in co-crea ting resea rch da ta . Or, White /domina nt 
communities ha ve  thought they understood wha t wa s “ha rm” (see  
principle  #1), but through a  bia sed lens. As a  result, the  very people  a nd 
communities whose  da ta  we  need dona ted to ensure  fa ir da ta  se ts  a re  
even more  skeptica l tha t dona tion won’t ca use  ha rm or be  exploita tive . 
Don’t a ssume you know; a sk the  community.
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Principle #4.
Be honest a nd tra nspa rent a bout your da ta  collection a nd 
cura tion. If Individua ls “opt out,” tha t’s the ir choice . If opt-outs 
ma ke your da ta set bia sed, then find a nother tra nspa rent, honest 
wa y to build out a  fa ir a nd unbia sed da ta set.

Wha t ca n be  very upse tting is  when you mislea d (fool, chea t, ba mboozle) 
people  a bout wha t you a re  collecting from or a bout them, a nd how you a re  
using it.  Exa mples a bound from Ca mbridge  Ana lytica  (unsupervised socia l 
science  survey collected da ta  resulted in a  politica l profiling la rge  
“a nonymous” da ta  se t), to screen scra ping of people’s ima ges, to le tting 
pha rma ceutica l compa nies “see” wha t is  going on in on-line  pa tient support 
groups.  Did a ny of you Fa cebook users know tha t when you uploa d a  photo, 
you ena ble  Fa cebook to use  tha t photo however it sees fit?
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Principle #5.
There  a ctua lly a re  rules. Follow them.

This is  not “the  wild west.”  It ma y be  tha t wha t is  subject to FDA regula tion 
when it is  AI is  under deve lopment but for how to fa irly, priva te ly a nd secure ly 
use  da ta  from individua ls , rules a nd sta nda rds exist in the  U. S. a nd 
inte rna tiona lly.  For sta rte rs , you’ve  got The  Belmont Report (1977), e thics, 
GDPR, HIPAA, sta te  a nd na tionwide  priva cy la ws in most other deve loped 
na tions.

Fa ir, priva te  a nd secure  use  of da ta  dona ted by individua ls , or ha rvested from 
them la wfully, is  possible , but the  rules a re  multi-la yered, complex, a nd ca n be 
fa ct specific. Fa ir da ta  use  is not a  DIY project. Find a  good la wyer a nd pa rtner 
with them. They wa nt you to succeed.  Plea se  don’t look it up on Reddit or Git 
Hub or Twitte r, your resea rch collea gues or with a  cha tGPT sea rch. 
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