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Transforming  cance r surve illance
Eme rging  d ire c t ions in mult imodal he alth data  analyt ics  
Dr. Pete Clardy, MD
Lead, Clinical Enterprise Team
Google Health
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Traditional
programming

Wave of
neural networks

Generative
language models 

Cat:
type : animal
legs: 4
ears: 2
fur: yes
likes: yarn, catnip

(etc …)

This is a cat .
This is not a cat .

Is this a cat?

Yes

So, you’ve  learned about 
cats and millions of othe r 
concepts … what’s a cat?

Go read this 
huuuuuuge  pile  

of books.

A cat is …

GPT, Gemini, e tc~20 12

We are in a new era of generative AI…
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Successful at  narrow tasks
Fragile
Expensive  training data
Poor multimodal / sequential
Inte rpre tability tricky

Limited capabilit ie s

Generalization
Training using free  text

Multimodal and sequential
Rich expressive  outputs

We  are  in a  ne w e ra  of ge ne rat ive  AI…

J AMA 20 24; 331:242

https://jamanetwork.com/journals/jama/article-abstract/2813874?utm_campaign=articlePDF&utm_medium=articlePDFlink&utm_source=articlePDF&utm_content=jama.2023.25057
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● Highly constrained inputs

● Simple  task

● High volume  / lots of data

● Constrained outputs

Lung cance r 
de tection

Genomics
Diabe tic  re tinopathy 

de tection

Pathology 
classifie rs / 
predictors

Dermatology

…and many others

Breast cance r 
de tection

AKI prediction

Init ia l e ffort s  focuse d  on narrow applica t ions:
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At t e nt ion has shift e d  to  mult imodal mode ls:



● Longitudinal and comprehensive  patient 
records are  inhe rently multimodal and 
he te rogeneous

● Questions we  ask of healthcare  data are  
often complex and require  nuance

● Pre -processing data and questions 
increases cost , rigidity, and signal loss

● Inte rop and FHIR have  significantly 
improved this dynamic, ye t  it  st ill remains 
a challenge

Prob le m sta te me nt :
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Deterministic
Search/SQL on FHIR Record

Hybrid
RAG on FHIR+ Record

Generative
Long Context LLM on Raw Record

Pre-Process
Data

- High storage cost
- Higher map/merge burden

- Higher storage cost
+ Lower map/merge burden

+ No map/merge burden
+ Multimodal ingest

Process
Query

+ Lower latency & cost
- Requires explicit logic

- Requires concept expansion   
& knowledge graphs

- Higher latency & cost
+ High flexibility w/ prompting

Post -Process
Response

+ Accurate & consistent
- Requires parsing

+ Grounding
- Hallucination risk

+ Human ready
- Hallucination risk

Use Cases End Users / System to system 
Production

Human- in- the- loop
Pilot

Professional- in- the- loop
Proof of Concept

Clear Box                                                                                          Opaque Box

Implicat ions for future  c linical informat ion syste ms de sign: 

Google  20 23    |    Confide nt ial and  Proprie t ary    pg . 7


	Slide Number 1
	Slide Number 2
	We are in a new era of generative AI…
	Initial efforts focused on narrow applications:

	Attention has shifted to multimodal models:
	Problem statement:

	Implications for future clinical information systems design: 


